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Abstract 

While it is understood that overall precipitation will increase as the climate warms, our 

knowledge of how warmer temperatures will affect the intensity, frequency, and regional 

distribution of the heaviest precipitation events is less established.  The mid-Pliocene warm 

period (mPWP), or mid-Piacenzian, is an example of a warm past climate with concentrations of 

atmospheric CO2 comparable to those of the present.  It is often invoked as a possible analog for 

the long-term effects of climate change.  This study analyzes output from one model of mid-

Piacenzian climate—the University of Toronto Version of the Community Climate System 

Model Version 4 (UofT-CCSM4)—to examine changes in patterns of extreme precipitation in 

the Pliocene.  It focuses on midlatitude regions where atmospheric rivers (ARs) play a major role 

in transporting water vapor, and uses vertically-integrated vapor transport anomalies to identify 

changes in AR behavior.  Globally, there is an overall increase in the intensity and frequency of 

the heaviest precipitation events in the Pliocene simulation, particularly of the very heaviest 

events.  Regionally, changes in the hydrologic cycle are influenced by a combination of 

thermodynamic and dynamic factors.  Two strongly AR-influenced areas—the Pacific coast of 

North America and the Pacific coast of Chile—experience distinctly different patterns of change 

in extreme precipitation.  These differences can largely be explained by changes in AR behavior 

in the Pliocene simulation, highlighting the effects of ARs on regional patterns of 

precipitation.  This study also has implications for the design of future experiments using 

Pliocene climate models, and for further efforts to better constrain Pliocene conditions using 

proxy data. 
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1. Introduction 

Anthropogenic climate change takes place on a planetary scale, but impacts communities 

and landscapes in uneven, “patchy” ways (Tsing et al. 2019).  Changes in patterns of extreme 

weather events are among the most disruptive impacts of climate change, and constitute a broad 

phenomenon whose impacts on particular landscapes vary dramatically.  As the planet warms, 

higher atmospheric water vapor content will drive increases in overall precipitation and in the 

intensity of the heaviest events (Held and Soden, 2006).  Models of 21st-century climate simulate 

increases in extreme precipitation—events exceeding a certain high percentile of daily 

precipitation—in most parts of the world, even as mean precipitation increases in some areas and 

decreases in others (O’Gorman and Schneider, 2009).  However, the science of how such 

changes in intensity will occur, how the frequency of extreme events will change, and where 

these changes will occur is still evolving.  The Fifth Assessment Report (AR5) of the 

Intergovernmental Panel on Climate Change stated that heavy precipitation events had likely 

increased in more regions than they had decreased (IPCC, 2013).  Although there have been 

advancements in our knowledge since the publication of AR5, significant gaps remain 

(Alexander, 2016).   

The mid-Piacenzian warm period (referred to also as the mid-Pliocene Warm Period) 

lasted from 3.264 – 3.025 Ma.  It represents a warm interval of the Pliocene epoch that, to the 

extent it can be seen as analogous to a future warmer climate, may help to predict impacts of 

anthropogenic warming.  The mid-Piacenzian is the most recent time in Earth’s history that 

global temperatures exceeded those of the present for a span of time longer than any of the 

Pleistocene interglacial periods (Haywood et al. 2016).  And while primary forcings of the warm 

Pleistocene interglacial periods were increases in northern hemisphere summer insolation, the 

warmer-than-present conditions of the mid-Piacenzian were likely due to elevated pCO2 

(Chandan & Peltier, 2018; Martínez-Botí et al., 2015).  CO2 levels at the time are estimated to 

have fallen between 350–450 ppmv, a range that encompasses present-day concentrations (e.g. 

Pagani et al., 2009; Bartoli et. al., 2011; Badger et al., 2013).  Mid-Piacenzian continental 

configuration, land elevation, and ocean bathymetry were relatively similar to those of the 

present.  The sustained period of warmth during the mid-Piacenzian would have allowed Earth’s 

climate system to equilibrate to increased temperatures, demonstrating the effects of such 

warming on longer time-scales (Haywood et al., 2016).   
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Numerical climate modeling and proxy-based environmental reconstructions of the mid-

Piacenzian contribute to our understanding of Earth-system climate sensitivity (ESS), defined as 

the increase in global temperature in response to a doubling of pCO2, incorporating long-term 

feedbacks such as changes in ice sheets.  Previous studies of mid-Piacenzian climate have 

suggested that ESS exceeds climate sensitivity (CS), by approximately 50% (Haywood et al., 

2013; Haywood et al., in review).   

The mid-Piacenzian may also contribute to our understanding of dynamic effects of 

climate change.  Pliocene warming was accompanied by an amplification of polar warming and a 

weakening of the meridional temperature gradient (Haywood et al., 2016).  The tropical Hadley 

and Walker circulations were weaker than in the preindustrial (Corvec and Fletcher, 2017), as 

they are also projected to be with future climate change (e.g., Vecchi and Soden, 2006; Vallis et 

al., 2014).  Proxy estimates place global mean sea level at approximately 20 meters above that of 

the present-day due to substantial ice loss in both hemispheres, although these estimates still 

carry considerable uncertainty (Dutton et al., 2015; Grant et al., 2019).  A combination of model 

results and paleobotanical data reveal a generally wetter mid-Piacenzian climate, accompanied 

by the expansion of forests, tropical savannas, and woodlands, and by a contraction of deserts 

(Salzmann et al., 2008).   

The ability of paleoclimate models to reproduce broad features of the mid-Piacenzian has 

improved (Haywood et al. 2013, Haywood et al. in review).  If models of the mid-Piacenzian can 

reproduce changes in the hydrologic cycle caused by elevated CO2 forcing, they then offer a 

particularly useful way to learn about extreme precipitation in a warmer world, especially 

because relatively short observational records provide limited information about changes in 

extreme events on longer timescales.  This study explores this vein of analysis using one model 

of Pliocene climate.   

 

2. Methods 

 I analyze output from simulations generated by the University of Toronto version of the 

Community Climate System Model Version 4 (UofT-CCSM4), which is described in Chandan & 

Peltier (2017).  This model was developed under the framework of the Pliocene Model 

Intercomparison Project Version 2 (PlioMIP2), an international collaboration to quantify 

uncertainties in and improve upon models of Pliocene climate (Haywood et al. 2016).  PlioMIP2 
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builds upon the previous efforts of PlioMIP1, using fifteen different climate models which vary 

in spatial resolution and levels of complexity (Haywood et al., in review).  It focuses on the more 

specific temporal window of 3.264–3.025 Ma, during which astronomical parameters were 

similar to present-day values (Haywood et al., 2016).   

 PlioMIP2 models use as boundary conditions the paleoenvironmental reconstructions 

contained in the Pliocene Research, Interpretation, and Synoptic Mapping Version 4 (PRISM4) 

dataset.  Improving upon earlier versions of PRISM reconstructions, it represents our best current 

understanding of mid-Piacenzian conditions.  PRISM4 includes reconstructions of 

topography/bathymetry, biomes, soils, lakes, ice sheets, and sea surface temperature (Dowsett et 

al. 2016).  Sea surface temperature reconstructions are used for data-model comparison.  Two 

particularly significant PRISM4 updates to the PRISM3 dataset, which was used for PlioMIP1 

experiments, are closed Arctic ocean gateways and a reduced pole-to-equator temperature 

gradient.  See Dowsett et al. (2016) for further information about the PRISM4 dataset, and 

Haywood et al. (2016) for further information about PlioMIP2 experimental design.   

 The UofT-CCSM4 is modified from the original NCAR CCSM4 to attempt a more 

faithful reproduction of the Pliocene climate (Chandan and Peltier, 2017).  It includes a modified 

ocean component of the NCAR CCSM4 to remove the overflow parametrization and tidal 

mixing schemes, which were deemed to be highly tuned to modern-day conditions (Chandan and 

Peltier, 2017.  It also fixes the vertical profile of diapycnal diffusivity to that which was used in 

the ocean component (POP1) of the CCSM3 model.  Using the “enhanced” version of the 

PRISM4 boundary conditions, the UofT-CCSM4 achieves a better match between simulated 

climatology and proxy-based reconstructions than with the PRISM3 dataset (Chandan and 

Peltier, 2017).  In particular, it simulates elevated high-latitude warming and more than double 

the global mean temperature increase as with earlier boundary conditions (Chandan and Peltier, 

2017).  The simulated mid-Piacenzian climate is 3.8°C higher than the preindustrial control, and 

1.8°C higher than the modern control.  This level of mid-Piacenzian warming falls close to the 

upper end of estimates produced by PlioMIP2 models (Haywood et al., in review).  The UofT-

CCSM4 also displays increased seasonal temperature differences in the Pliocene simulation, 

showing an amplification of average surface warming in the Northern Hemisphere summer 

(Chandan and Peltier, 2017).   
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 In my analysis, I compare the results of the UofT-CCSM4 mid-Piacenzian experiment to 

the results of two other simulations, meant to reproduce conditions of a preindustrial and a 

“modern” climate.  The mid-Piacenzian simulation, Eoi400, incorporates all PRISM4 boundary 

conditions and sets pCO2 at 400 ppmv.  The preindustrial control, E280, uses preindustrial 

boundary conditions and sets CO2 at 280 ppmv.  The modern simulation, E400, uses the same 

boundary conditions as in the preindustrial simulation, but sets CO2 at 400 ppmv.  So as to 

eliminate ambiguities introduced by changing orbital parameters, all three simulations share a 

solar constant S0 of 1365 Wm-2, eccentricity e = 0.01624, obliquity ε = 23.446°, and the 

longitude of perihelion ω = 102.04°.  The simulations use a finite volume grid with 192 cells in 

latitude, 288 cells in longitude, and 26 vertical levels.  It is important to note that each simulation 

is run to near statistical equilibrium, although Chandan and Peltier (2017) note that the deep 

ocean continues to warm, as it takes much longer than the atmosphere or sea surface 

temperatures to reach equilibrium.  More details about the specific configurations of each 

simulation are presented by Chandan and Peltier (2018).  In this paper I will refer to the E280, 

E400, and Eoi400 simulations as the preindustrial, modern, and Pliocene simulations 

respectively.   

 Because the Pliocene simulation incorporates updated boundary conditions that are not 

present in the modern or preindustrial, we expect the simulated Pliocene climate to respond to 

forcings that do not affect the modern or preindustrial climates.  Some forcings can be attributed 

to conditions particular to the Pliocene, for example in topography changes or the land-sea mask, 

and can help identify which features of the Pliocene climate may be considered analogs to 

features we might expect in a warmer future climate.  Chandan and Peltier (2018) used a 

factorization technique to compare the effects of three out of the four types of boundary 

conditions that most affect mid-Pliocene climate: orography, ice sheet configuration, and change 

in pCO2 (the fourth factor, ocean bathymetry, was not analyzed and was held constant in each 

simulation).  They found that the change in pCO2 was the most significant contributor to global 

mean temperature increase in the Pliocene model.   

 For each simulation, I work with 20 years of daily data for several variables.  To calculate 

sea surface temperature, I average temperatures over the atmospheric level closest to the surface 

of the Earth.  Note that Chandan and Peltier (2017) compute surface air temperature anomalies 

using 2 m air temperature, resulting in minor differences in calculated absolute values of mean 
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surface temperature, although the magnitude of changes between simulations remains constant.  

To calculate total precipitation, I take the sum of convective and large-scale precipitation.  To 

calculate precipitation minus evaporation (P–E), I subtract surface moisture flux from total 

precipitation.   

 In order to analyze changes in the heaviest precipitation events, I define extreme 

precipitation as those daily precipitation values that exceed the value of a certain percentile of 

preindustrial precipitation.  I calculate the frequency of precipitation extremes simply by adding 

together the number of daily precipitation events in a given location that exceed said value, and 

report the result as a percentage of total days.  To illustrate, for a given set of longitude, latitude 

coordinates, the following would give the percentage of extreme precipitation days:  

 

		
𝑛𝑢𝑚𝑏𝑒𝑟	𝑜𝑓	𝑑𝑎𝑦𝑠	𝑤𝑖𝑡ℎ	𝑝𝑟𝑒𝑐𝑖𝑝𝑖𝑡𝑎𝑡𝑖𝑜𝑛	𝑒𝑥𝑐𝑒𝑒𝑑𝑖𝑛𝑔	𝑝𝑟𝑒𝑖𝑛𝑑𝑢𝑠𝑡𝑟𝑖𝑎𝑙	99𝑡ℎ	𝑝𝑒𝑟𝑐𝑒𝑛𝑡𝑖𝑙𝑒		

𝑡𝑜𝑡𝑎𝑙	𝑛𝑢𝑚𝑏𝑒𝑟	𝑜𝑓	𝑑𝑎𝑦𝑠 × 	100 

 

One limitation to note is that this method measures extreme precipitation frequencies as 

independent values for each grid point, and therefore does not fully account for correlation 

between precipitation values in the same area.   

 This analysis will also use daily precipitation data to examine the role of atmospheric 

rivers (ARs) in moisture transport and heavy precipitation.  ARs are narrow corridors of moisture 

in the atmosphere that account for most poleward moisture transport outside of the tropics (Zhu 

and Newell, 1998).  They are associated with extreme storms, especially when they encounter 

topographical features, and are therefore important to the distribution of heavy precipitation 

events in the midlatitudes.  In recent years, ARs have emerged as a growing topic of research 

(Ralph et al., 2017).  They have been studied most extensively in relation to the west coast of 

North America (e.g., Payne and Magnusdottir, 2014; Rutz et al., 2013).  However, they are 

similarly important in other parts of the world, for example the west coast of South America 

(Viale et al., 2018). This study uses a method that identifies ARs based on vertically integrated 

vapor transport (IVT) exceeding a latitudinally-dependent threshold that depends on integrated 

water vapor, which enables comparisons across climates (Skinner et al., accepted) .  A similar 

version of this method has been applied to study atmospheric rivers during the Last Glacial 

Maximum (Lora et al. 2017).  Lora et al. (2017) note that this method likely underestimates AR 
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precipitation over land, because atmospheric rivers may persist even as they become too small to 

detect.     

 In this study, I analyze global trends in the hydrologic cycle.  Then, I focus more 

specifically on extratropical precipitation and precipitation extremes, where ARs play an 

important role in moisture transport.  In the midlatitudes, precipitation patterns are controlled to a 

great extent by large-scale atmospheric processes (O’Gorman and Schneider, 2009), meaning 

that dynamical changes in ocean and atmospheric circulation significantly affect how 

precipitation patterns change in a warmer climate.  In general, simulations of extratropical 

precipitation are fairly consistent both across different models and in comparison to paleoclimate 

proxies (Haywood et al., 2013; Dowsett et al., 2016).  Uncertainty in model reproductions of 

tropical precipitation is significantly larger, in part because overall precipitation in the tropics is 

substantially greater.   

 

3. Global Patterns of Change 

 Figure 1 shows how surface temperature, precipitation, and precipitation minus 

evaporation (P–E) changed between the modern and preindustrial, Pliocene and preindustrial, 

and Pliocene and modern simulations.  Annual mean surface temperature in the Pliocene control 

is 289.7 K, compared to 285.9 K in the preindustrial and 287.9 K in the modern.  Average 

surface temperature in the Pliocene simulation is thus 3.8 K greater than in the preindustrial.  The 

Pliocene experiment reproduces the amplified high-latitude warming that is a key feature of mid-

Piacenzian proxy reconstructions (Figure 1b), highlighting the role of negative ice-albedo and 

possibly cloud-albedo feedbacks at high latitudes.  The mid-Piacenzian flattening of the 

meridional temperature gradient directly affects atmospheric pressure systems, the behavior of 

the Hadley circulation, and the position of westerly wind belts (Haywood et al. 2016).  The 

importance of these features for the hydrologic cycle will be explored later in this paper.  While 

this paper focuses more attention on the effects of weaker meridional temperature gradients, the 

effects of the concurrent weakening of zonal temperature gradients is an important ongoing area 

of study (e.g., Wara et al., 2005; O’Brien et al., 2014; Fedorov et al., 2010). 
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Figure 1.  (a–c) Differences in annual mean surface temperature, in °K, between the modern and preindustrial (a), 

Pliocene and preindustrial (b), and Pliocene and modern (c) simulations respectively.  (d–f) Differences in annual 

mean precipitation, in mm/day, between the modern and preindustrial (d), Pliocene and preindustrial (e), and 

Pliocene and modern simulations (f).  (g–i) Differences in annual mean precipitation – evaporation between the 

modern and preindustrial (g), Pliocene and preindustrial (h), and Pliocene and modern (i) simulations.   

 

 

 Changes in the hydrologic cycle can be attributed to a combination of thermodynamic 

and dynamic elements.  The Clausius-Clapeyron relation describes how, at typical lower 

troposphere temperatures, saturation vapor pressure increases by approximately 7% per K of 

warming (Held & Soden 2006).  This is the basic thermodynamic explanation of precipitation 

increases in warmer climates.  In both the modern (figure 1g) and Pliocene (figure 1h) 

simulations, the hydrologic cycle intensifies particularly in areas that already receive higher 

levels of precipitation.  This can be explained by the “wet gets wetter, dry gets drier” response of 

P–E as, assuming no major changes in atmospheric circulation, increased column water vapor 

converges in already-wet areas.  The effect is most obvious over the oceans where evaporation is 
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not limited by surface moisture, and is robustly predicted in projections of future climate change 

(Held & Soden, 2006; Trenberth, 2011).   

In the UofT-CCSM4 model, global mean precipitation increases by 0.22 mm/day 

compared to the preindustrial, and by 0.11 mm/day in the modern.  A roughly 2% increase in 

overall precipitation per K of warming, for both the modern and Pliocene simulations, is much 

lower than Clausius-Clapeyron scaling.  This can be attributed to the fact that as lower-

tropospheric water vapor increases, mass exchange between the boundary layer and mid-

troposphere decreases, resulting in a slower overall atmospheric circulation (Held and Soden 

2006).   

Changes in dynamic aspects of atmospheric circulation affect the hydrologic cycle 

alongside thermodynamic changes (Seager et al., 2010).  Shifts in atmospheric circulation can be 

related to reduced meridional near-surface temperature gradients, which generate a broadening 

and weakening of the Hadley circulation in the Pliocene climate (Haywood et al., 2016).  This 

type of dynamic change can substantially alter precipitation anomalies, particularly within 

convergence zones (Chou et al., 2009).  Burls and Fedorov (2017) used the weakening of 

meridional sea surface temperature gradients to explain proxy evidence that suggests savannas 

and woodlands existed during the Pliocene in presently arid subtropical regions of Africa and 

Australia.  They demonstrated how a weaker meridional circulation could have decreased 

moisture divergence and contributed to a generally wetter climate in subtropical regions, which 

can be observed in figure 1.  Similarly, Li et al. (2015) analyzed PlioMIP simulations to 

demonstrate how a poleward shift of mean meridional circulation would have contributed to a 

poleward shift of midlatitude westerly winds.  As Seager et al. (2010) described, the behavior of 

transient eddies, which bring moisture from the subtropics to higher latitudes, evolves in ways 

that can only partially be explained by thermodynamic mechanisms.  These dynamics will be 

discussed further in the context of the UofT-CCSM4 model in the later section of this paper.   

    Some of the evident shifts in precipitation patterns can be attributed to boundary 

conditions that are specific to the PRISM4 mid-Piacenzian reconstruction.  Higher elevations in 

regions such as the Himalayas, Tibetan Plateau, and Andes, combined with the higher moisture 

content of rising air in those areas, result in significant precipitation increases in the Pliocene 

simulation as compared to the preindustrial or modern.  The increases in precipitation evident in 
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the northern part of the Australian continent can be attributed to the Sahul and Sunda shelves, 

which are subaerial in PRISM4 boundary conditions (Dowsett et al. 2016).    

 Observations, models, and theory concur that as the hydrologic cycle intensifies in a 

warming climate, more extreme precipitation events occur (e.g., Min et al. 2011; Zhang et al. 

2013; Donat et al. 2016; Fischer and Knutti 2016).  However, heavy rainfall responds differently 

to warming than does mean annual precipitation (Fischer and Knutti 2016).  Katz and Brown 

(1992) explain using statistical theory how the frequency of extreme values of a given climate 

variable is relatively more dependent on changes in the variability than the mean of that variable.  

The relative sensitivity of an extreme event to the scale parameter σ becomes proportionately 

greater than its relative sensitivity to the location parameter µ as the even becomes more 

extreme.  Myhre et al. (2019) demonstrate this effect using climate models and observations 

from recent decades, documenting clear increases in the intensity and frequency of extreme 

precipitation with event rareness as the climate warms.   

 Figure 2 depicts changes in patterns of extreme precipitation for the modern and Pliocene 

simulations.  Figure 2a documents changes in the intensity of the heaviest precipitation events.  

Data from the preindustrial, modern, and Pliocene simulations show that the intensity of extreme 

precipitation events increase monotonically with temperature, whether an extreme event is 

defined as the 99th, 99.9th, or 99.97th percentile of daily precipitation values.  Moreover, figure 2b 

shows that the rate of increase of the intensity of extreme precipitation events more than doubles 

in the Pliocene warming scenario compared to the modern warming scenario.   

 Figure 2c shows changes in the frequency of extreme precipitation events.  The frequency 

of extreme events has been defined as the percent of daily precipitation events exceeding the 

value of a certain percentile (99th, 99.9th, or 99.97th) of daily precipitation events in the 

preindustrial control.  These values were calculated at each model grid point, and their global 

mean values were plotted.  Like intensity, the frequency of precipitation extremes increases 

monotonically with global mean surface temperature, to substantial effect.  Ignoring regional 

differences, the average approximately once-per-decade (99.97th percentile) preindustrial daily 

precipitation event would occur two or three times per decade in the modern simulation, and six 

or seven times per decade in the Pliocene control.  Figure 2d compares rates of increase in the 

Pliocene and modern control.  Rates of increase in the frequency of extremes substantially 

exceed rates of increase in the intensity of extremes.  Myhre et al. (2019) show that changes in 
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total extreme precipitation are dominated by increases in the frequency of extreme precipitation, 

although changes in intensity of extremes are still important.  Figure 2d suggests that not only 

does this pattern hold true in the modern, it also intensifies in the Pliocene.   

 

 
Figure 2. (a) Magnitudes of high percentiles of extreme daily precipitation for the preindustrial, modern, and 

Pliocene.  (b) Rates of change from the preindustrial values of the values shown in (a) for the modern and Pliocene, 

expressed as % change per K.  (c) Frequency of precipitation events exceeding the 99th percentile of daily 

precipitation in the preindustrial simulation, expressed as % of days.  Note that because precipitation extremes are 

defined based on the preindustrial control, the frequency of extreme precipitation in the preindustrial is 1% for 

events exceeding the 99th percentile, etc., and is shown for reference.  (d) Rates of change from the preindustrial for 

the values shown in (c), for the modern and Pliocene, expressed as % change per K.  

 

 

The behavior of extremes as the climate warms is in general agreement with statistical 

theory as described in Katz et al. (2012), and exemplifies the same broad patterns as observations 

and model simulations of present-day and short-term future warming.  It is unclear to what extent 
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the substantially increasing rates of change in the Pliocene as compared to the modern, as 

depicted in figures 2b and 2d, would be reproduced in other models of future and past warming 

scenarios.  However, given the significance of these increases, this would be an interesting area 

for future study.   

The globally averaged values in figure 2 disguise large differences in regional effects.  

Not only does heavy precipitation respond differently to warming than overall rainfall, but the 

spatial distribution of changes in extreme precipitation is heterogeneous, with sometimes 

opposite effects in different locations (Fischer and Knutti, 2016; Donat et al., 2016).  Like 

changes in mean precipitation, this is due to a combination of dynamic and thermodynamic 

effects.  Particularly in the extratropics, where the atmosphere is in general more stable, no 

simple thermodynamic explanation can account for patterns of extreme precipitation.  Extreme 

precipitation events do not scale with mean atmospheric water vapor content, or with mean 

moisture convergence at the base of storms (O’Gorman and Schneider, 2009).    
 

 

Figure 3.  (a–b) Frequency of events exceeding the 99th percentile of preindustrial precipitation at each grid point 

(% of days), for the modern (a) and Pliocene (b).  (c) Difference between (b) and (a).  (d–e) Frequency of NH cool-

season (November–April) precipitation exceeding 99th percentile of preindustrial NH cool-season precipitation.  (f) 

Difference between (e) and (d).  (g–h) Frequency of SH cool-season (May–October) precipitation exceeding 99th 

percentile of SH cool-season precipitation.  (i) Difference between (h) and (g).  
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Figures 3a–c show changes in the frequency of precipitation exceeding the 99th percentile 

of the preindustrial control precipitation at each grid point.  In the midlatitudes, where ARs play 

a key role in the water cycle, changes in extreme precipitation frequency are highly variable and 

are dominated by signals most evident in the cool seasons of either hemisphere, e.g., November–

April in the northern hemisphere and May–October in the southern hemisphere.  Figures 3d–f 

depict changes in the frequency of extremes for the northern hemisphere cool season, while 

figures 3g–i depict changes in the frequency of extremes for the southern hemisphere cool 

season.   

 

4. Regional Influence of Atmospheric Rivers 

 Occupying a mere 10% of available longitude, atmospheric rivers are responsible for 

approximately 90% of poleward water vapor transport in the extratropics (Zhu and Newell, 

1998).  They lead to heavy precipitation over certain areas on land, particularly when they 

encounter topographical barriers such as the Sierra Nevada or Andes mountains (Rutz et al., 

2013).  Their role in transporting water vapor from over the ocean is an important reason why 

precipitation extremes over land may not scale with local mean surface temperature (O’Gorman 

2015).  With future warming, changes in atmospheric circulation and synoptic-scale weather 

systems may affect ARs in ways that are not yet understood.   

 I focus my analysis on AR behavior as it affects two regions over land, western North 

America and the central/southern coast of Chile, where ARs are known to play a major role in 

the regional hydrologic cycle (e.g., Rutz et al., 2013; Payne and Magnusdottir, 2014; Viale and 

Nuñez, 2010; Viale et al., 2018).  These are by no means the only areas where dynamical 

changes in AR behavior contribute to significant changes in precipitation extremes.  Europe and 

Japan, for example, stand out as areas of interest based on patterns of AR behavior and changes 

in extreme precipitation evident in the UofT-CCSM4 Pliocene model experiments.  Moreover, 

ARs have been shown to have important cool-season influence on the hydrologic cycle in areas 

like Britain and South Africa (Lavers et al., 2013; Blamey et al, 2017).  Nevertheless, the Pacific 

coasts of extratropical North America and South America demonstrate the significance of 

regional changes in midlatitude extreme precipitation in the context of changing AR behavior.     

 



Menemenlis 15 

 

 

Figure 4.  (a–c) Mean AR precipitation (mm/day), based on the co-occurrence of atmospheric rivers and 

precipitation events, for the preindustrial (a), modern (b), and Pliocene (c).  (d–e) Mean AR precipitation in the NH 

cool season (November–April) for the preindustrial (d), modern (e), and Pliocene (f).  (g–i) Mean AR precipitation 

in the SH cool season (May–October) for the preindustrial (g), modern (h), and Pliocene (i). 

 
  

 
Figure 5.  (a–c) Changes in mean AR precipitation (mm/day) between the modern and preindustrial (a), Pliocene 

and preindustrial (b), and Pliocene and modern (c).  (d–e) Changes in mean AR precipitation in the NH cool season 

(November–April) between the modern and preindustrial (d), Pliocene and preindustrial (e), and Pliocene and 

modern (f).  (g–i) Changes in mean AR precipitation in the SH cool season (May–October) between the modern and 

preindustrial (g), Pliocene and preindustrial (h), and Pliocene and modern (i).  
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Figure 4 displays mean AR precipitation, while figure 5 displays changes in mean AR 

precipitation.  Like changes in extremes, the annual mean is dominated by changes in AR 

precipitation during the cool-season months of each hemisphere, when extratropical cyclones are 

more prevalent.  In each respective cool season, figure 4d–i and figure 5d–i reveal changes in 

patterns of Pliocene AR precipitation that are distinctly different from the modern.   

In the north Pacific, AR behavior shifts northwest.  This results in an increase in AR 

precipitation over the northwestern parts of the north Pacific, and a decrease in AR precipitation 

over eastern parts of the north Pacific and over the adjacent north American coast (figure 5e).  

The mechanisms for this shift in AR behavior appear related to a number of factors.  In the cool 

season, the Aleutian low strongly influences the trajectory of the extratropical cyclones that 

influence AR formation.  While in the modern simulation the Aleutian low deepens slightly 

compared to the preindustrial control (figure 6d), in the Pliocene it shrinks significantly and 

appears to split into two sections (figure 6f for changes, absolute values in appendix 10).  This 

results in sea level pressure anomalies in the cool-season north Pacific that more closely 

resemble their warm-season configuration, in which the Aleutian low shrinks and shifts 

northward, ceding its location to the north Pacific high pressure system.  This shift may partially 

explain the decrease in AR activity in the eastern North Pacific.   

Figures 6b and 6e reveal increased sea level pressure anomalies in the Pliocene Arctic.  

These higher sea level pressure anomalies extend into the north Pacific around the location of the 

Bering Strait.  Thus, complicating our interpretation of these changes is the effect of changes in 

ocean gateways in Pliocene boundary conditions.  Ocean gateways have a considerable effect on 

ocean and atmospheric circulation; for example, Otto-Bleisner et al. (2017) demonstrated the 

potentially significant impact of the closing of Arctic gateways on the Atlantic meridional 

overturning circulation and North Atlantic sea surface temperatures.  It is not known for certain 

when the Bering Strait opened, and the timing of its opening would have depended on changes in 

global sea level (Hu et al. 2010), estimates of which are still highly uncertain for the Pliocene 

(Dutton et al. 2015).  While PRISM3 paleogeography had an open Bering Strait connecting the 

north Pacific to the Arctic ocean (Dowsett et al. 2012), PRISM4 boundary conditions have both 

the Bering Strait and the Canadian Arctic Archipelago closed (Dowsett et al. 2016), inhibiting 

the flow of ocean water from the North Pacific to the Arctic and North Atlantic.  Brierley and 
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Fedorov (2016) modeled the impacts of changes in ocean gateways on various aspects of global 

climate.  They did not find that a closed Bering Strait would have led to large-scale changes in 

temperature or precipitation over the North Pacific.  However, the extent to which a closed 

Bering Strait impacts temperature, sea level pressure anomalies, and precipitation in the UofT-

CCSM4 will be important to our understanding of the mechanisms behind changes in AR 

behavior observed in this analysis, and warrants further study.  

 Of relevance to our understanding of this region are recent reconstructions of mid-

Pliocene P–E using past lake deposits, which suggest a wetter-than-present western United 

States and imply increased moisture convergence in the region (Ibarra et al., 2018).  The 

simulated hydroclimate in the parts of North America analyzed by Ibarra et al. (2018) shows a 

mixed signal, with higher P–E in some areas and lower P–E in other (figures 1e and 1h).  

Moreover, the UofT-CCSM4 model does not appear to account for the moisture convergence 

suggested by Ibarra et al. (2018).  This points to the importance of further work to understand the 

mechanisms behind changes in moisture convergence, to identify possible biases in the model, 

and to constrain aspects of the mid-Piacenzian hydrologic cycle with greater spatial and temporal 

precision.   

 

 

Figure 6.  (a–c) Change in mean sea level pressure anomalies from global mean sea level pressure (hPa), between 

the modern and preindustrial (a), Pliocene and preindustrial (b), and Pliocene and modern (c).  (d–e) Same as (a–c) 

for NH cool season (November–April).  (g–i) Same as (a–c) for SH cool season (May–October).  
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Figure 7.  (a–c) Change in mean sea level pressure anomalies from zonal mean sea level pressure (hPa), between 

the modern and preindustrial (a), Pliocene and preindustrial (b), and Pliocene and modern (c).  (d–e) Same as (a–c) 

for NH cool season (November–April).  (g–i) Same as (a–c) for SH cool season (May–October).   

 

 

In the south Pacific, Pliocene cool-season AR precipitation intensifies, shifting 

southwest-ward compared to the modern control.  Pliocene AR precipitation (figures 5b, 5h) 

intensifies in particular near the southeastern edge of the South Pacific Convergence Zone 

(SPCZ), an elongated convection zone that stretches diagonally across the south Pacific (Haffke 

and Magnusdottir, 2013).  The SPCZ plays an important role in global atmospheric circulation 

(Vincent, 1994), and is strongest during the southern hemisphere warm season of November – 

April (Haffke and Magnusdottir, 2013).  Changes in Pliocene AR precipitation suggest a possible 

intensification of the influence of the SPCZ on the formation of ARs during the southern 

hemisphere cool season of May – October.  This coincides with a poleward shift in midlatitude 

westerlies and moisture convergence, which can be attributed to the reduced meridional 

temperature gradient of the Pliocene.  Insofar as moisture transport out of the SPCZ determines 

how ARs form, changes in the SPCZ in warmer climate conditions influence changes in AR 

behavior, and are worthy of future exploration.  A starting point could be a closer analysis of 

modeled Pliocene precipitation and P–E (figure 1e, 1h) showing an expanded “dry zone,” a 

feature identified in Takahashi and Battisti (2007) as the dry region bounded by the SPCZ and 

coast of South America, and whose expansion suggests a poleward shift of the SPCZ.   
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The seasonality of AR behavior may also change in the Pliocene, in ways that could have 

a significant impact on the spatial distribution of AR-related precipitation events.  Viale et al. 

(2018) show with reanalysis, meteorological soundings, and surface precipitation observations 

that ARs in the region are more frequent during the southern hemisphere winter and spring to the 

north of 43°S, and are more frequent in the summer and fall to the south of 43°S.  A poleward 

shift in AR precipitation would thus have the effect of shifting winter and spring-time 

precipitation further south, towards the areas that currently receive more frequent AR 

precipitation during the summer months.  A more detailed seasonal analysis would be useful to 

explore the relationship between seasonality and spatial shifts in AR precipitation.   

Changes in zonal pressure anomalies, depicted in figure 7, show Pliocene pressure 

anomalies that are lower than the modern and preindustrial over the west Antarctic ice sheet and 

part of East Antarctica, corresponding with ice-free areas in the PRISM4 reconstruction.  Insofar 

as these signals over Antarctica impact the pattern of pressure anomalies in the south Pacific, 

these changes would impact patterns of AR precipitation.  Furthermore, other topography and 

land-sea mask changes could impact these shifts in AR behavior.  In the Pliocene simulation, 

dynamical shifts in precipitation interact with increased elevations in the Andes.  Higher 

elevations in the Andes may also have some impact on the SPCZ, due to mechanical responses 

of atmospheric flow to the Andes, which play a large role in establishing the subtropical dry zone 

adjacent to the SPCZ (Takahashi and Battisti, 2007).  It is also important to consider the impact 

of the closure of Arctic ocean gateways in the PRISM4 dataset.  In the analyses of ocean 

gateway changes in Brierley and Fedorov (2016), a closed Bering Strait resulted in higher SSTs 

in the south Pacific, but no large-scale changes in precipitation in that region.  As in the North 

Pacific, the significance of PRISM4 changes in ocean gateways to simulated changes in AR 

precipitation are difficult to ascertain without further sensitivity analyses using UofT-CCSM4 

model output.   

Although uncertainties remain regarding the mechanisms behind the response of ARs to 

Pliocene warming, the simulated changes would bring about significant regional changes in the 

hydrologic cycle.  While recognizing the remaining difficulty of attributing changes in AR 

precipitation to specific Pliocene boundary features, the following is a preliminary exploration of 

the impact of shifting ARs on regional precipitation extremes along the Pacific coasts of North 

America and Chile.   
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 I define the North American region as falling between 32.5°N and 52.5°N, and between 

230°E and 245°E.  Here, ARs are known to contribute to water resources, heavy precipitation, 

snowpack variability, and flooding (Payne and Magnusdottir, 2014; Ralph et al., 2006; Dettinger 

et al., 2011; Rutz and Steenburgh, 2012; Guan et al., 2010).  In the preindustrial control, 31.7% 

of overall cool-season precipitation in this region is attributable to ARs.  In the modern 

simulation, that fraction increases to 36.9%, but in the Pliocene simulation decreases to 26.8%.  

For extreme precipitation events (exceeding the 99th percentile), the contribution of AR 

precipitation to the total follows a similar pattern: from 53.6% in the preindustrial, it increases to 

57.0% in the modern but decreases to 46.6% in the Pliocene control.  This appears to be a direct 

effect of the overall decrease in AR precipitation in the region as previously discussed and as 

shown in figure 4.   

Figure 8 demonstrates changes in the frequency of AR extreme precipitation, defined as 

AR precipitation events exceeding the 99th percentile of the preindustrial control, along the North 

American Coast.  It is evident that while AR extreme precipitation increases in the modern, it 

does not follow the monotonic increase in the Pliocene simulation that one might expect if 

considering purely thermodynamic effects.  Rather, AR extreme precipitation in the Pliocene 

decreases in most parts of the region, with some positive anomalies that appear in part related to 

changes in topographic changes.   

Further implications of changing AR behavior in this region are evident in figure 9.  

Figures 9a and 9b depict the intensity of extreme precipitation and their rates of increase for the 

modern and Pliocene simulations, this time focusing only on the specified North American 

Coastal region.  The intensity of 99th, 99.9th, and 99.97th percentile extremes increases in the 

modern control but decreases in the Pliocene.  Similarly, figures 9c and 9d respectively depict 

the frequency of extreme precipitation events and their rates of change.  The frequency of 

extreme events increases monotonically in the modern.  In the Pliocene, however, only the most 

extreme (99.9th and 99.97th percentile) events occur more often than in the preindustrial control, 

and even in those cases they occur less often than in the modern simulation.  Given that ARs 

contribute such a substantial volume of extreme precipitation in this region, it becomes evident 

that the simulated shift of AR precipitation away from the North American coast strongly 

influences Pliocene levels of extreme precipitation in this region.   
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Figure 8.  Change in frequency of AR extreme precipitation in the NH cool season (November – April), defined as 

AR precipitation exceeding the 99th percentile of mean cool-season precipitation in the preindustrial for each grid 

point.  Differences between modern and preindustrial (a), Pliocene and preindustrial (b), and Pliocene and modern 

(c) are shown.   

 

 

 

Figure 9.  Same as figure 2, but for the North American coastal region depicted in figure 8. 
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ARs are also known to play an important role in precipitation along the coast of Chile 

(Viale et al. 2018).  In this study, I define the South American region as falling between 38°S 

and 50°S, latitudes where ARs are most likely to occur in the present day (Viale et al. 2018), and 

between 280°E and 300°E.  In this region, ARs account for 24.7% of overall cool-season (May – 

October) precipitation, a fraction that increases to 26.0% in the modern and 33.3% in the 

Pliocene.  The AR contribution to extreme precipitation is 51.6% in the preindustrial, 46.3% in 

the modern, and 52.5% in the Pliocene.  While AR precipitation and AR extreme precipitation 

both increase, so do non-AR precipitation and extreme precipitation, so the changing fractions of 

AR precipitation reflect changes in the relative rates of increase of AR (extreme) precipitation 

and overall (extreme) precipitation.   

 

 
Figure 10.  Change in frequency of AR extreme precipitation in the NH cool season (November – April), defined as 

AR precipitation exceeding the 99th percentile of mean cool-season precipitation in the preindustrial for each grid 

point.  Differences between modern and preindustrial (a), Pliocene and preindustrial (b), and Pliocene and modern 

(c) are shown.   
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Figure 11.  Same as figure 2, but for the South American coastal region depicted in figure 9. 

 

 

Unlike the North American coast, AR precipitation increases throughout the entire area 

of the South American coast.  Figure 10 depicts increases in AR extreme precipitation in the 

modern (10a), and further increases in the Pliocene (10b) with regional variation that might be 

explained by changes in topography.  Figures 11a and 11b demonstrate increases in the intensity 

of 99th, 99.9th, and 99.97th Pliocene precipitation in this region, at rates greater than the modern 

(in fact, the intensity of 99.97th percentile modern decreases compared to the preindustrial).  

Figures 11c and 11d show monotonic increases in the frequency of extreme precipitation events 

in the modern and in the Pliocene, with Pliocene frequencies increasing at a faster rate with 

warming especially for the most extreme events.   

 These two regions demonstrate a clear tension between the expected thermodynamic 

effects of warming (in the sense of Katz and Brown, 1992) and dynamical changes in moisture 

convergence.  Moreover, they exemplify how these factors can influence different levels of 

precipitation (e.g. mean, extreme, very extreme) in different ways.  Because the hydrologic cycle 
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in these areas is known to be heavily determined by AR precipitation, these results motivate 

further inquiry into the dynamics of changes in the behavior of atmospheric rivers.   

 

5. Summary and Discussion 

This study used the UofT-CCSM4 model of mid-Piacenzian climate to analyze simulated 

changes in the hydrologic cycle.  Globally, the frequency and intensity of extreme precipitation 

increased in comparison to the preindustrial and modern conditions, with the largest relative 

changes occurring for the most extreme heavy precipitation events.  Despite this overall increase, 

there were large regional differences in how the intensity and frequency of precipitation 

extremes changed in the Pliocene.  ARs are one feature of the atmosphere driving these regional 

differences.   

The model simulation of Pliocene climate revealed dynamical changes in the behavior of 

atmospheric rivers that heavily influenced regional levels of precipitation, especially extreme 

precipitation.  In both the north Pacific and south Pacific, the Pliocene climate experienced 

changes in AR precipitation that were substantially different from the changes observed in the 

modern simulation.  In the coastal regions affected by AR precipitation in these areas, the effects 

of changes in AR behavior were substantially different.  These results highlight how changes in 

the hydrologic cycle affect different regions in very different ways.  They also reaffirm the role 

of ARs as important climatological features impacting past and future climate, whose changing 

behavior as the climate warms has not been fully constrained.   

While this analysis was conducted using one model of mid-Piacenzian climate, other models 

using PRISM4/PlioMIP2 boundary conditions reproduce values of global annual mean 

precipitation increases (∆Precip) ranging from 0.07 to 0.37 mm/day, with an ensemble mean 

∆Precip of 0.17 mm/day (Haywood et al., in review).  Models concur on broad spatial features 

such as increased precipitation in the subtropics and a poleward shift of higher latitude 

precipitation (Haywood et al., in review), but vary in significant ways.  Thus, future studies 

might analyze elements of Pliocene hydrologic cycle using output from different models, and 

compare results to those described here.   

Moreover, this analysis was limited in scope but suggests future areas of study that would 

improve our understanding of the dynamics of ARs in this model and others.  More precise 

seasonal analyses of AR behavior would lend more detail to the broad patterns identified, and 
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analyses of the impact of AR behavior on other regions would place the impacts of ARs on the 

regions studied here in broader context.  This paper suggested broad mechanisms that might 

explain identified changes in AR behavior.  In addition to increases in global mean temperature, 

ARs are affected by the reduced Pliocene temperature gradients that result from the polar 

amplification of warming.  However, the relative contributions of this factor and others remain 

unclear, as Pliocene differences in orography, bathymetry, and continental configuration also 

influence the hydrologic cycle.  To better understand these dynamics, improvements in Pliocene 

modelling will be instrumental.  Improved simulation of poorly constrained elements such as 

cloud feedbacks (Burls and Fedorov, 2014) would more completely explain the mechanisms 

behind broad features of the Pliocene climate.   

 While regional effects of changes in AR behavior are drastic, it is unclear whether these 

modeled changes manifested in the same way during the mid-Piacenzian.  The verification of 

modeled changes in the hydrologic cycle is limited by the types of paleoenvironmental 

reconstructions available, the amount of such information available, and the often different 

resolutions of data from proxy reconstructions and paleoclimate models.  Reconstructions of 

precipitation patterns are less comprehensive than reconstructions of pCO2 and sea surface 

temperature.  Moreover, the geographical scope of available proxy reconstructions to inform us 

about the Pliocene hydrologic cycle is limited.  Thus, fully understanding the hydrologic cycle of 

the Pliocene will require further advancements in modelling and paleoenvironmental 

reconstruction.   

 The mid-Piacenzian has been discussed as the best historical analog for the type of 

warmer world toward which our climate is evolving.  Its promise lies especially in its potential to 

reveal longer-term processes that are difficult to constrain in models of future warming 

scenarios.  The impact of warming on the frequency, intensity, and regional distribution of 

precipitation extremes is one such feature—highly relevant to society, but presently difficult to 

describe. Models of mid-Piacenzian climate might provide an additional tool with which to study 

this urgent question, and/or shed light on key differences between hydrologic cycles of past and 

future warm states.  These possibilities justify further work in this area.   
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8. Appendix 

 

 
Appendix 1.  Mean surface temperature (°K) in the preindustrial (a), modern (b), and Pliocene (c).   

 

 

 
Appendix 2.  Absolute precipitation (mm/day) in the preindustrial (a), modern (b), and Pliocene (c).   

 

 

 
Appendix 3.  Absolute P–E (mm/day) in the preindustrial (a), modern (b), and Pliocene (c).  

 

 

 
Appendix 4.  Mean integrated water vapor (kgm-1s-1) for preindustrial (a), modern (b), and Pliocene (c).  
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Appendix 5.  Change in mean integrated water vapor (kg m-1s-1) for modern-preindustrial (a), Pliocene-

preindustrial (b), and Pliocene-Modern (c). 

 

 

 
Appendix 6. Mean integrated vapor transport (kg m-1s-1) for preindustrial (a), modern (b), and Pliocene (c). 

 

 

  
Appendix 7. Change in mean integrated vapor transport (kg m-1s-1) for modern-preindustrial (a), Pliocene-

preindustrial (b), and Pliocene-Modern (c). 
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Appendix 8.  (a–c) AR frequency (fraction of days), for preindustrial (a), modern (b), and Pliocene (c).  (d–f) Same 

as (a–c) for NH cool season (November–April).  (g–i) Same as (a–c) for SH cool season (May–October).  

 

 

 
Appendix 9. (a–c) Change in AR frequency (fraction of days) for modern-preindustrial, Pliocene-preindustrial, and 

Pliocene-modern.  (d–f) Same as (a–c) for NH cool season (November–April).  (g–h) Same as (a–c) for SH cool 

season (May–October).  
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Appendix 10. (a–c) Sea level pressure anomalies (hPa) for modern-preindustrial, Pliocene-preindustrial, and 

Pliocene-modern.  (d–f) Same as (a–c) for NH cool season (November–April).  (g–h) Same as (a–c) for SH cool 

season (May–October).  

 

 

 
Appendix 10. (a–c) Zonal sea level pressure anomalies (hPa) for modern-preindustrial, Pliocene-preindustrial, and 

Pliocene-modern.  (d–f) Same as (a–c) for NH cool season (November–April).  (g–h) Same as (a–c) for SH cool 

season (May–October).  

 


