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Abstract 

Water plays an essential role in the evolution of the terrestrial planets. Processes of water 

acquisition during planetary formation and the long-term geological cycling of water in 

terrestrial planets are reviewed. The water acquisition during planetary formation is critically 

dependent on the nature of condensation. A majority of water acquired by a terrestrial planet 

is from materials within or near the snow line. Water acquired by a terrestrial planet 

undergoes global cycling by mantle convection. The planetary interior is a big water reservoir, 

and processes in the planetary interior have important influence on the evolution of the ocean 

mass. 

 

Key words 

water, condensation, snow line, giant impact, mantle convection, deep partial melting, 
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1. Introduction 

Earth is a unique planet. As far as we know, it is the only planet where life has evolved 

and where plate tectonics operates. It is generally believed that this is in large part due to the 

presence of a certain amount of liquid water on its surface for most of its history (e.g., 

[Langmuir and Broecker, 2012]). Furthermore, the amount of water that Earth has on its 

surface appears to be just right for the life to evolve: if Earth had much more or less water 

then life would not have evolved or would have been more difficult to evolve (e.g., 

[Maruyama et al., 2013]). Consequently, one of the important questions in the study of Earth 

as a terrestrial planet is how did Earth get that amount of water and how has Earth kept ocean 

on its surface such a long time? To what extent is it a natural consequence of formation and 

evolution of planets, and to what extent did it happen by chance? 

To answer these questions, one needs to understand the physics and chemistry of 

behavior of water and other volatiles during planetary formation and evolution, and analyze 

geological, geochemical and geophysical observations to obtain some observational 

constraints. The purpose of this chapter is to review these two issues. 

  Planets are formed as a by-product of star formation (e.g., [Hayashi et al., 1985; 

Safronov, 1972]). Therefore the source materials of planets are essentially the same as that of 

a star with which they are associated. In case of the Solar System, the composition of the Sun 

can be estimated from the spectroscopy studies of its outer convective layer and is dominated 

by the volatile elements such as H, He, C and N (Fig. 1a; [Lauretta, 2011]). These are the 

source materials from which planets were formed. Some of them (H, C, O, N, P, K) are the 

key elements of life and others are essential ingredients of rocks (Mg, Si, O, Fe, Ca, Al). The 

theory of formation of elements shows that the presence of these elements is a natural 
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consequence of nucleo-synthesis during the Big Bang and subsequent star evolution 

[Burbidge et al., 1957; Langmuir and Broecker, 2012]. Indeed the chemical composition of 

one of the most primitive materials in the Solar System (carbonaceous chondrite) shows a 

similarity to the solar composition except for the volatile elements that are depleted relative to 

the solar abundance (Fig. 1b).  

 Therefore it is critical to understand how and to what extent volatile elements are 

depleted during planetary formation and evolution. Recall that the amount of volatile elements 

to make a “wet” planet like Earth is not large. The mass of the ocean on Earth is ~0.023 wt% 

of the total mass (~0.033 wt% of the mantle). This means that even 99 % of depletion of water 

from the carbonaceous chondrite (likely the source materials for terrestrial planets in the Solar 

System) still makes a planet “wet” (~5 ocean mass of water). Note that even a small amount 

(~0.01-0.1 wt%) of volatiles such as hydrogen affects two of the key properties of rocky 

materials namely rheological properties (e.g., [Karato and Jung, 2003; Mei and Kohlstedt, 

2000a; b]) and melting relationships (e.g., [Dasgupta and Hirschmann, 2006; M.M. 

Hirschmann, 2006; Inoue, 1994; Kushiro et al., 1968]) that control the dynamics and 

evolution of terrestrial planets. Although a small amount, it is these volatile elements that 

control the surface conditions of terrestrial planets where life might evolve (e.g., [Abe et al., 

2011; Langmuir and Broecker, 2012; van Thienen et al., 2007]). Consequently, it is critical to 

understand how much of volatile elements are acquired to a growing planet and how they may 

be circulated during the long-term evolution of a planet.  

Plausible processes that might control the volatile acquisition and circulation in a 

planet are schematically summarized in Fig. 2 (see also Table 1). They include (i) 

condensation from the primitive solar nebula, (ii) collisions of planetary embryos including 
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later-stage collisions of relatively large planetary bodies (“giant impacts”), (iii) magma-ocean 

formation and crystallization, interaction of magma-ocean with the atmosphere, (iv) core 

formation and (v) long-term evolution of atmosphere-hydrosphere coupled with mantle 

convection and core cooling. Each of these processes (or groups of processes) involves 

microscopic physics and chemistry as well as meso- to macroscopic processes that control the 

large-scale distribution of volatiles. Table 1 provides a brief summary of each process and 

issues to be discussed in some detail in this article.  

Among various volatile elements, hydrogen has strong influence on some of the key 

physical and chemical properties (e.g., rheological properties of rocks, melting relationships) 

and consequently hydrogen distribution has strong feedback to geodynamic processes. The 

strong influence of hydrogen on some physical properties also allows us to infer hydrogen 

distribution using some geophysical observations (e.g., [Karato, 2011]). Therefore the focus 

will be placed on hydrogen (water). However, a brief discussion on other volatile elements 

such as carbon will also be presented where appropriate. The factors controlling volatile 

distribution include equilibrium thermodynamic properties of volatiles such as the partitioning 

coefficients of volatile elements between two co-existing phases, diffusion coefficients of 

volatiles in minerals and the meso- to macroscopic processes by which materials containing 

volatile elements are transported.  

There are two aspects in doing such a study. First, it is important to identify the 

processes by which volatile content (and its distribution) in terrestrial planets might be 

controlled. Second, it is critical to estimate, based on a range of observations, how much 

volatiles are in the terrestrial planets and how these volatiles are distributed in space and time 

(evolution). Because a large amount of data are available for Earth, my discussion will be 
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naturally focused on Earth, but issues of volatiles in other terrestrial planetary bodies 

including the Moon, Venus, Mars and meteorites will also be discussed. 

 

2.  Equilibrium and transport properties (processes) relevant to volatile distribution 

2.1 General Introduction 

 Volatile distribution is affected by phase transformations, notably by those among 

different states of matter. For a given matter, there are three different states (gas, liquid and 

solid), and one can think of transformations among three different combinations of two states: 

gas ßà solid, solid ßà liquid, and liquid ßà gas (Fig. 3). The first one (gas ßà solid) is 

studied in cosmochemistry, while the second one (solid ßà liquid) is discussed in 

geochemistry/petrology. Because the solubility of volatiles is different among different phases 

(see Section 2.3), changes in volatile distribution will occur upon these phase transformations. 

For instance, condensation will reduce the water component unless condensed materials are 

hydrous minerals such as ice or serpentine. Similarly, by partial melting (solid to liquid 

transformation), a substantial amount of volatile is lost from the rock. In contrast to these two 

processes that have been studied in cosmochemistry and geochemistry (petrology) 

respectively, the third process, namely gas ßà liquid transformation has never been studied 

in detail (except for [Ebel and Grossman, 2000]). As I will review later (see also [Karato, 

2013b]), the gas ßà liquid phase transformation may play an important role in some 

processes of planetary formation. 

 In most cases, the equilibrium properties (e.g., element partitioning coefficients) have 

important influence on the volatile distribution associated with these processes. Therefore I 

will provide a brief review on this subject. However, properties or processes of transport of 
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volatiles must also be considered in order to interpret various observations properly. For 

example, [Keppler and Bolfan-Casanova, 2006] and [Inoue et al., 2010] discussed that 

equilibrium partition coefficients of water may control the actual distribution of water, 

explaining a higher water content in the transition zone than in the upper or the lower mantle 

by the different hydrogen solubility. Such an argument is unlikely valid, however, because 

diffusion is very inefficient in transporting elements to a large scale (even hydrogen, the 

diffusion distance for ~1 Gyrs is ~1-10 km in most part of Earth’s mantle). Consequently, 

without any large-scale mass transport, the distribution of some elements cannot change from 

one region to another at a scale larger than ~100 km. In other words, if a large difference in 

composition between different regions (with large size, ~100 km or more) in Earth (and other 

terrestrial planets) were identified, it would imply the presence of large-scale processes to 

segregate materials, e.g., partial melting and resultant melt-solid separation. 

 

2.2 Condensation   

At high enough temperatures, all elements assume gaseous state where entropy is large 

(in various molecular species, H, H2, CO, SiO etc.). When a hot gas is cooled then the energy 

reduced by forming chemical bonding exceeds the amount of entropy obtained in a gaseous 

state, and a condensed phase will be formed. Let us consider an element E that condenses 

from the proto-planetary nebula that is dominated by hydrogen molecules. Let us assume the 

chemical equilibrium between the gas and a condensed phase containing the element E, and 

also that the element E is a minor element compared to H (hydrogen) and behaves as an ideal 

gas in the gas phase. Then applying the law of mass action, one can show that the fraction of 
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condensation of element E, αE , is related to temperature and total pressure of the gas as (e.g., 

[Grossman and Larimer, 1974; Larimer, 1967]), 

 

 ln 1−αE( ) = − ΔGE
RT − ln fE − ln

PT
Po

     (1) 

 

where fE  is the molar fraction of element E in the gas, ΔGE  is the Gibbs free energy 

difference of element E between gas and condensed state (this represents the bonding 

strength), R is the gas constant, T is temperature, and PT is the total pressure (Po  is the 

reference pressure at which ΔGE  is defined). Condensation starts at a certain temperature, 

Too
E , where ΔGE

RT E
oo
+ ln fE + ln

PT
Po
= 0  and the fraction of condensed matter decreases sharply 

with further cooling because  ΔGE  RT (Fig. 4). In most cases, the condensation 

temperature (Tcond
E ) of an element E is defined as a temperature at which the fraction of 

condensed matter is 50% (αE =0.5), 

 

Tcond
E = ΔGE

R 0.693−ln fE−ln
PT
Po( )  .      (2) 

 

As one can see from this equation, an element with a small ΔGE  (weak chemical bonding) 

has a low condensation temperature. These are called volatile elements. Note that the 

condensation temperature also depends on the total pressure PT . 

 Urey was one of the first scientists who studied the physics and chemistry of 

condensation to understand the chemistry of planets (see Chapter 4 of [Urey, 1952]). 
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Systematic studies on condensation in the primitive solar nebula were made in early 1970s 

(e.g., [Grossman, 1972; Grossman and Larimer, 1974]; Fig. 4). Those calculations were 

successful in explaining a variety of chemical compositions of meteorites and to some extent 

the compositions of terrestrial planets [Lewis, 1972; 1974]. In particular, [Grossman and 

Larimer, 1974] were able to explain a variety of compositions of meteorites including the 

presence of calcium-rich inclusions in Allende meteorite (carbonaceous chondrite) and the Fe 

content of some of the meteorites.  

 However, these calculations are not so successful in explaining the abundance of 

volatile components. [Grossman and Larimer, 1974] discussed that the abundance pattern of 

volatile elements (Ag, Pb, Bi, In, Tl, Zn) in carbonaceous chondrites cannot be explained by 

the equilibrium model of condensation by assigning a single condensation temperature and 

suggested that these meteorites were formed by the mixing of materials with different degree 

of volatile depletion (different condensation temperatures). This suggests orbital scattering 

(variation in the eccentricity of orbits) during the processes of planetary formation as I will 

discuss later. However, no detailed calculations were made on the condensation of hydrous 

minerals because of the lack of reliable data on the kinetics of condensation. 

There are a few issues on the condensation of volatile elements. The volatility 

(condensation temperature) of a given element depends on the condensed phase to which the 

element condenses (for a given element there are several possible condensed phases). For 

instance, for hydrogen, if ice (H2O) is the condensed phase to which hydrogen condenses first, 

then the condensation temperature for a typical solar nebula conditions is ~170 K (this defines 

the “snow line”; see Section 5). However, hydrogen could condense as other more refractory 

materials such as serpentine (Mg3Si2O5(OH)4) or brucite ((Mg(OH)2). In these cases, the 
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condensation temperature would be much higher, and one would expect to have a non-

negligible amount of water even within the “snow line”. However, in many of the previous 

studies, condensation of hydrogen into these hydrous minerals was not included because it 

was considered that the kinetics to form these phases is slow. Actual condensation 

temperature of hydrogen is important in understanding how hydrogen is acquired in a growing 

terrestrial planet. This issue will be discussed later.  

By the same token, the volatility (condensation temperature) of S (and Se) depends on 

the fugacity of hydrogen. Dominant gaseous phase containing S or Se is H2S or H2Se, and 

therefore at low hydrogen content, the vapor pressure is low that makes S and Se less volatile. 

[Ringwood, 1979] explained anomalously high concentration of S and Se in the lunar rocks by 

a low hydrogen fugacity (compared to the hydrogen fugacity in the primitive solar nebula) in 

which lunar materials were condensed.  

Also important is if one treats the system as an open or a closed system. The question 

of open versus closed system is partly related to the transport of condensed matter. When 

condensed materials are formed in the nebula, they will migrate due to gravity and by the 

pressure caused by radiation. Many of them sink to the equatorial plane but some may migrate 

to the Sun (e.g., [Cassen, 1996]). If this migration is effective, then the composition of the 

system we are considering will change immediately after the condensation of some materials 

occur. Orbital scattering changes the eccentricity of orbits of any condensed bodies 

(particularly the large bodies; [Kokubo and Ida, 2000; Morbidelli et al., 2000]), and will also 

affect the composition of planetary materials (see Section 5).  

 

2.3 Solubility of volatiles in the condensed matter  
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 After a terrestrial planet is formed, the most important processes to re-distribute 

volatile elements is melting and/or solidification (solid ßà liquid transitions (Fig. 3)). For 

instance, the magma-ocean formed in the early stage of planetary evolution could contain a 

substantial amount of volatiles. Upon solidification, volatiles will be re-distributed, and the 

way in which volatiles are re-distributed is controlled by (i) the partition coefficients 

(solubility ratios) of volatiles between solids and liquids, and by (ii) the mode of solid and 

liquid separation.  Also, after the magma-ocean was completely solidified, then partial melting 

in some regions of planet will re-distribute the volatile elements. Similar to the solidification 

from the magma-ocean, the key factors controlling the volatile distribution upon partial 

melting are (i) the partition coefficients of volatile elements between solid and liquid, and (ii) 

the mode of liquid-solid separation.  

 The partition coefficients are the ratio of concentration of an element between two 

phases, and are essentially controlled by the solubility of that element in two phases. Since a 

gas can dissolve any species to a large degree, the partitioning of an element between the gas 

and a condensed phase (solid or liquid) is essentially controlled by the solubility of that 

element in the condensed phase. The basic physics of solubility is similar to condensation, but 

an important difference is that in solubility we consider an element in a condensed phase as an 

impurity.  

 Such a reaction can be written schematically as 

 

 r ⋅Y X( )(gas) + A(solid, liquid ) ↔A X( )(solid, liquid )    (3) 
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where Y X( )  is a gaseous phase containing a volatile element X (e.g., H2O), r is a coefficient 

that depends on the nature of impurity X in the condensed matter and on the dominant volatile 

species where the element X occurs in the gas, A(X)  is a condensed phase (olivine, basaltic 

melt etc.) that contains element X as an impurity. Assuming a small concentration of 

dissolved element for which the chemical potential of A(X)  is given by 

µA(X ) = µA(X )
0 + RT log X[ ] , one finds 

 

 X[ ] = B ⋅ fYr P,T( )⋅exp − ΔE+PΔV
RT( )      (4) 

 

where B is a constant, fY is the fugacity of the gaseous phase that contains an element X 

(Y X( ) ), ΔE  (ΔV ) is the energy (volume) difference between material A(X)  and A  and 

other symbols have their usual meaning. The exponent r depends on the nature of chemical 

reaction including the molecular species of the volatile in the gas, and the nature of atomic 

species dissolved in the condensed matter. When hydrogen exists as water in the gas 

(Y = H2O ) and hydrogen is dissolved in the condensed phase as OH, then r=1/2. Both the 

fugacity of the volatile species ( fX P,T( ) ) and exp − ΔE+PΔV
RT( )  term strongly depend on 

pressure and temperature. Consequently, the volatile solubility strongly depends on pressure 

and temperature.  

 The solubility of various volatile elements (H, C etc.) has been determined for both 

solid minerals and melts. Microscopic mechanisms of dissolution of volatile elements have 

also been studied using various spectroscopic methods (e.g., infrared spectroscopy), 

theoretical calculations, as well as from the parameters in relation (3) (particularly r and ΔV ). 
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 The important results are summarized below: 

(1) Volatile elements such as H or C can be dissolved in condensed phases in a variety of 

forms (e.g., OH, H2, H2O, hydrogen-related point defects, C, CO2, carbon-related point 

defects). 

(2) Solubility of volatile elements such as H or C in melts is much higher than that in 

solids except for hydrous minerals or carbonates (e.g., [McMillan, 1994; Ni and Keppler, 

2013]). 

(3) Hydrous minerals and carbonates can contain a large amount of volatiles (to ~10 wt% 

or more), but they are stable only at relatively low temperature conditions such as in and/near 

subduction zones (Fig. 51; e.g., [Ohtani, 2005; Q Williams and Hemley, 2001]). 

(4) Under high-temperature and high-pressure conditions, most of H occurs as an impurity 

(point defects) in “nominally anhydrous minerals” (minerals that do not have H in their 

chemical formula, e.g., Mg2SiO4) (e.g., [Karato, 2008a; Kohlstedt et al., 1996]) (Fig. 6).  

(5) Solubility of H in nominally anhydrous minerals is mineral specific (for review see 

[Bolfan-Casanova, 2005; Ingrin and Skogby, 2000; Karato, 2008a]). For minerals in the 

Earth’s transition zone (~410-660km depth), the solubility is quite high (to a few wt %). 

Solubility of H in the upper mantle minerals is up to ~0.1 wt%. Solubility of H in the lower 

mantle minerals is not precisely known, but for (Mg,Fe)O and (Mg,Fe)SiO3 perovskite, the 

solubility of H is comparable to or less than that in the upper mantle minerals. Solubility of H 

in CaSiO3 perovskite could be higher but not well constrained. As a consequence, there is a 

marked depth variation in H solubility (Fig. 7) that promotes partial melting [Bercovici and 

Karato, 2003; Ohtani et al., 2004]. Solubility of H in iron is very large, leading to the 

molecular ratio of H/Fe~1 (e.g., [Fukai and Suzuki, 1986; Okuchi, 1997]). Core is potentially 
	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
1 The actual stability of a given phase depends also on the total chemistry of a rock, and could be narrower. 
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the largest hydrogen /reservoir in Earth. However, actual amount of H in the core depends on 

the processes of core formation particularly the relative timing of volatile acquisition and core 

formation (see Section 5; [Ohtani et al., 2005; Rubie et al., 2007]). Similarly, the actual 

amount of H in the mantle is likely different from the solubility limit (see Section 4). 

(6) Hydrogen is dissolved in a mineral in various types of point defects [Nishihara et al., 

2008]. Hydrogen-related point defects with a small concentration often control the physical 

properties such as electrical conductivity and rheological properties [Karato, 2006a]. 

(7) Solubility of carbon in “nominally ancarbonaceous minerals” (minerals that do not 

have C in their chemical formula, e.g., Mg2SiO4) is much less than that of hydrogen in 

nominally anhydrous minerals [Shcheka et al., 2006]. 

(8) The parameters characterizing the solubility (r, ΔE , ΔV  in equation (3)) depend on 

the mechanism of dissolution, and consequently, the pressure, temperature and fugacity 

dependence of solubility is different among different solubility mechanisms (e.g., [Bolfan-

Casanova, 2005; Karato, 2008a]). 

(9) When two (or more) volatile elements (e.g., H and C) co-exist, then the solubility of 

each element into a condensed phase depends on the nature of chemical reaction among them. 

In this particular case, because both H and C react with O (oxygen), oxygen fugacity also 

affects the solubility [Ni and Keppler, 2013]. 

These results form a basis for any discussions on the volatile distribution in terrestrial 

planets. For instance, the solubility ratios define the element partitioning coefficients that 

affect how volatiles are re-distributed during various processes in planetary evolution. 

However, these data themselves do not provide direct constraints on the actual distribution of 

volatile elements. The actual distribution of volatile elements at a large scale (say >100 km) 
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depends strongly on the processes of evolution of planets because, in many cases, large-scale 

(>100 km) distribution of elements in a planetary body is not controlled by thermo-chemical 

equilibrium. In fact, a numerical study by [Richard et al., 2002] showed little or no influence 

of large water solubility in the transition zone on the nature of global water circulation. This is 

due to the fact that their model does not include large-scale processes of water re-distribution 

such as partial melting and subsequent melt segregation. In the next section, I will review 

some properties and processes that may control the actual distribution of volatile elements in a 

planet. 

 

2.4 Transport of volatiles 

2.4.1 Diffusion 

 Any elements may be transported by diffusion if there is a chemical potential gradient 

such as the gradient in concentration. Diffusion coefficients of various species in minerals are 

summarized in Fig. 8. Diffusion coefficients vary among various species by as much as ~10 

orders of magnitude at the same condition. H (hydrogen) has the fastest diffusion coefficients 

among them, and hence in some cases hydrogen content in minerals corresponds to that at 

near equilibrium conditions. However even for hydrogen, the variation in its concentration at 

a large scale cannot be controlled by diffusion-controlled chemical equilibrium. To see this, 

let us calculate the diffusion distance for several atomic species. The length scale of chemical 

equilibrium attained by diffusion can be given as, 

 

 l ≈ 2 Dt        (5) 
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where D is diffusion coefficient and t is time. Hydrogen has the highest diffusion coefficients 

among various elements and hence has the longest diffusion distance.  

 Fig. 9 shows diffusion distance for various elements as a function of time-scale. It is 

seen that in no case diffusion length becomes larger than ~100 km for the age of Earth and it 

is concluded that chemical heterogeneity with larger than ~100 km space scale will persist and 

needs to be explained by initial conditions or by transport of matter by processes other than 

diffusion. However, regarding the chemical equilibrium during partial melting, space scale is 

different. Here we consider exchange of materials at the scale of each grain (several mm) 

when melt-solid separation occurs by percolation. In these cases, chemical equilibrium may 

be attained for some elements (see Section 2.4.2). 

 In defining “diffusion coefficients”, one should note the difference between isotope 

(self-) diffusion and chemical diffusion. When hydrogen diffuses from one region of mineral 

(or rock) to another driven by the concentration gradient, the transport of hydrogen involves 

the transport of another charged species and it is called chemical diffusion. In such a case, 

when hydrogen (proton) moves from one region to another, there must be the movement of 

other species to maintain the charge neutrality. Consequently, the chemical diffusion 

coefficient is a harmonic average of self-diffusion coefficient of hydrogen and that of another 

charge compensating species. In a given mineral, hydrogen can be dissolved in a few different 

species and each of them has different diffusion coefficient (mobility). Evidence for multiple 

hydrogen-bearing species was reported by [Nishihara et al., 2008] and the presence of 

multiple species with different diffusion coefficients explains the observed differences 

between isotope diffusion of hydrogen (H-D diffusion) and hydrogen-assisted electrical 

conductivity (see Section 3.4; [Karato, 2013c]).   
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2.4.2 Melt-solid separation 

Compaction 

 Given inefficient transport of volatile elements by diffusion even for hydrogen, large-

scale transport of volatile elements must involve meso- to macroscopic relative motion of 

materials. One case is the removal of melt from solid by gravity-induced compaction. When 

the melt density is different from the solid density, melt tends to be segregated from solid if 

melt is interconnected. This process is controlled by the melt permeability and plastic 

deformation of solid matrix. The processes of melt segregation (compaction) can be 

characterized by two parameters (e.g., [McKenzie, 1984; Ribe, 1985; Richter and McKenzie, 

1984]), the compaction length, 

 

 δcomp =
kηs
ηm

≈10 m       (6) 

 

and the compaction time, 

 

 τ comp = 1
Δρ⋅g

ηmηs
k ≈ 1 Myrs      (7) 

 

where k is the permeability of melt through solid matrix (~10-17 m2), ηs  is the viscosity of 

solid matrix (~1018 Pa s), ηm  is the viscosity of melt (~1 Pa s), Δρ  is the density difference 

between melt and solid (~300 kg/m3) , and g is the acceleration due to gravity (~10 m/s2). I 

conclude that compaction is efficient in most of cases. 

Chemical equilibrium during melt-solid separation 
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 When melt and solid segregate, chemical equilibrium between them may not be 

maintained. In order to understand the influence of melt extraction, the mode of melt 

segregation is often classified into two categories, batch melting and fractional melting. Batch 

melting is a process where melt formed from the solid rock migrates slowly in the solid matrix 

so that whole melt is always in equilibrium with whole solid. So this may be called 

equilibrium melting. Fractional melting is opposite where melt migrates so fast that chemical 

equilibrium between melt and solid is attained only locally at the melt-solid interface. 

Fractional melting can remove incompatible elements (e.g., volatile elements) more efficiently 

from the original rock. A parameter to characterize the mode of melt segregation is the ratio of 

diffusion time scale and time scale of melt-solid contact [Iwamori, 1993], viz.,  

 

 ψ ≡ d2υ
DL         (8) 

 

where d is the grain-size, D is the diffusion coefficient of a relevant species, υ  is the velocity 

of solid moving through a partially molten layer and L is the thickness of the partially molten 

layer. If   ψ 1  then diffusion is so slow that melt will migrate through slid without much 

exchange of materials (fractional melting). If on the other hand,  ψ 1 , then chemical 

equilibrium will be attained during the melt separation (batch melting) (Fig. 10). It can be 

seen that the mode of melt segregation strongly depends on diffusion coefficients. An 

important conclusion is that either batch (equilibrium) or fractional (disequilibrium) melting 

depends on the atomic species. This figure (also Fig. 9) shows that for some slow diffusing 

species, the melt produced by partial melting may not be as much enriched with these 

elements even though they are incompatible. These include U, Th and Ce. 
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 A similar question can be asked as to the mode of solid-liquid separation during 

freezing of a melt layer (e.g., magma-ocean) (or during the core formation (separation of iron 

from silicates); [Karato and Murthy, 1997; Stevenson, 1990]). As far as the density of solid is 

different from that of the melt, separation tends to occur. However, convection current tends 

to suspend grains if the grain-size is small. Such an issue was analyzed by [Solomatov, 2009; 

Tonks and Melosh, 1990]. If melt-solid separation occurs efficiently during the freezing stage 

of a magma-ocean, then one would expect a substantial layering in composition including the 

water content (e.g., [L Elkins-Tanton and Grove, 2011]). However, the predicted layering in 

density for the Moon by [L Elkins-Tanton and Grove, 2011] is not consistent with the 

observed moment inertia [Konopliv et al., 2001] that indicates that the lunar mantle has nearly 

homogeneous density. 

2.4.3 Macroscopic segregation involving a melt-rich layer in the mid-mantle 

 Somewhat different processes will work if a melt-rich layer is formed inside of the 

mantle. Such a layer is likely on top of the 410-km and/or below the 660-km discontinuities in 

Earth (e.g., [Bercovici and Karato, 2003; Ohtani et al., 2004; Young et al., 1993]). In these 

cases, a thin melt-rich layer (thickness ~ compaction length) will be formed, and the melt will 

either remain there or be entrained by subducted slabs and carried into the deep mantle [Leahy 

and Bercovici, 2007]. The strongest vertical flow is a down-going flow associated with 

subducted slabs, and consequently, these melts or melt-rich materials could go into the deep 

mantle. Consequence of such a material segregation on the global volatile circulation and 

hence the evolution of ocean mass will be discussed in Section 5. 

 

3. Influence of water on physical and chemical properties  
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3.1 Melting     

 The role of volatiles to enhance melting and to change the composition of melt was 

already recognized by [Bowen, 1928]. The essential reason for a large influence of volatiles 

on melting behavior is the large contrast in the solubility of volatile components into liquid 

and solid. Volatile elements are much more soluble in liquid than solid, and this increases the 

configurational entropy of liquid thereby reducing its free energy. Consequently, liquid 

becomes stable relative to solid at high temperatures, enhancing the melting. Assuming the 

ideal solution model for simplicity, such a behavior can be summarized by the following 

relationship (e.g., [Carmichael et al., 1974]),  

 

 Tm = Tmo
1+ RTmoΔH log1−xm1−xs

      (9) 

 

where Tmo  is the melting temperature of a volatile-free system, Tm  is the melting temperature 

with xm  is the mole fraction of volatiles in the melt, xs  in the solid, ΔH  is the enthalpy 

difference between the melt and solid (for a pure system). Because the main cause of the 

melting temperature depression is the configurational entropy (expressed by the R log 1− x( )  

term), any impurities would have similar effects as far as their number density is the same. 

 Extensive experimental studies have been made on the role of volatiles on melting 

including the role of hydrogen (water) (e.g., [Inoue, 1994; Kushiro et al., 1968; Litasov and 

Ohtani, 2007]; Fig. 11), carbon (e.g., [Dasgupta and Hirschmann, 2006; Wyllie and Huang, 

1976]) and potassium (K) [W Wang and Takahashi, 2000].  

 An important point about melting is that because the melting is enhanced by the 

presence of volatiles due to the solubility contrast of volatiles between melt and solid, melting 
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caused by volatiles will occur only when the volatile content exceeds a critical value that is 

proportional to the solubility of volatiles in solids. This means that when there are some solids 

that can host a large amount of volatiles, melting is difficult. For carbon, its solubility in 

minerals depends on oxygen fugacity and hence a change in oxygen fugacity can change the 

melting temperature [Rohrbach and Schmidt, 2011]. Similarly, if some K-bearing minerals are 

stable, then K will not enhance melting [W Wang and Takahashi, 2000]. 

 After partial melting, one obtains solid and melt whose compositions are different 

from the composition of the original solid. Fig. 12 is a schematic diagram showing the 

evolutional trend of composition of co-existing melt and solid. When a material ascends, 

decreased pressure promotes melting. When melting involves volatile elements (such as H and 

C) they will be re-distributed because their solubility in melt and solid is different: volatile 

elements in the solid will be reduced after the melting. However, the volatile content in the 

solid after the melting will not depend on the initial volatile content so much. Initial volatile 

content affects the degree of melting but the composition of the residual solid is controlled by 

the composition of the solidus. Consequently, partial melting homogenizes the composition of 

the residual solids. 

 

3.2 Rheological properties   

 Griggs and his co-workers were the first to report the strong influence of water 

(hydrogen) on plastic deformation of minerals. They discovered that the dissolution of 

hydrogen reduces the creep strength of quartz dramatically [Griggs and Blacic, 1965]. A 

similar phenomenon, although to a lesser degree, was soon observed for olivine [Blacic, 

1972]. The fundamental reason for the weakening is that the hydrogen dissolved in these 
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minerals makes chemical bonding weak thereby promotes plastic deformation that requires 

large-scale relative motion of atoms in a crystal.  

 Systematic studies on the influence of water on plastic deformation were conducted on 

several minerals and the flow law of the following form is usually used to describe the 

influence of water on plastic deformation (e.g., [Karato, 2008a; Kohlstedt, 2009]), 

 

 
 
ε = εd0 ⋅σ

nd ⋅exp − Hcd
*

RT( ) + εw0 CW
CW 0( )rc ⋅σ nw ⋅exp − Hcw

*

RT( )   (10) 

 

where  ε  is strain rate,  εd0(w0)  are the pre-exponential terms for dry (wet) conditions 

respectively, σ  is stress, nd(w)  is the stress exponent, and Hcd cw( )
*  is the activation enthalpy 

for dry (wet) conditions. Influence of water to enhance deformation has been demonstrated for 

all crustal and upper mantle minerals (quartz, [Post et al., 1996]; olivine, [Karato and Jung, 

2003; Mei and Kohlstedt, 2000a]; orthopyroxene, [Ross and Nielsen, 1978]; clinopyroxene, [S 

Chen et al., 2006]; pyrope garnet, [Katayama and Karato, 2008a]) as well as wadsleyite 

[Kawazoe et al., 2013]. In general the degree of water weakening is larger for minerals with 

higher SiO2 content. 

 The most detailed studies have been made on olivine, for which water weakening 

effect was found for diffusion creep [Karato et al., 1986; Mei and Kohlstedt, 2000a], power-

law dislocation creep (high-temperature dislocation creep) [Karato and Jung, 2003; Mei and 

Kohlstedt, 2000b] as well as the Peierls mechanism (low-temperature dislocation creep) 

[Katayama and Karato, 2008b] (Fig. 13). Water reduces the effective viscosity of olivine up 

to ~3-4 orders of magnitude for a given stress. 
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However, water-weakening effect on lower mantle minerals has not been 

demonstrated. Influence of hydrogen on diffusion of Mg-Fe in (Mg,Fe)O was studied, but its 

effect is small at low pressures (P<20 GPa) [Otsuka and Karato, 2013]. In lower mantle 

minerals such as (Mg,Fe)O, the concentration of ferric iron is large and it is unclear if 

hydrogen has large effects on defect-related properties including plastic deformation and 

electrical conductivity [Otsuka et al., 2013]. 

The mechanisms of weakening effects by water (hydrogen) were reviewed by [Karato, 

2008a; Kohlstedt, 2009]. Since high-temperature creep is controlled by diffusion-related 

processes, enhancement of creep by water is partly due to enhanced diffusion (e.g., [Costa 

and Chakraborty, 2008]). However, enhancement of diffusion itself cannot explain the strong 

anisotropy in the water effects on dislocation creep in olivine [Karato, 2010a]. A substantial 

part of water (hydrogen) weakening must be through the modifications to jog/kink densities 

on dislocations. This means that the degree of enhancement of dislocation creep by water is 

likely larger than the degree of enhancement of diffusion creep. 

 Influence of other volatile elements such as carbon on plastic deformation is unknown. 

In olivine, carbon is dissolved in the Si-site [Keppler et al., 2003] and its solubility is low 

compared to that of hydrogen. However, since Si diffusion likely affects the rheological 

properties and the concentration of intrinsic defects at Si-site is very small, even a small 

amount of carbon might have some effects on rheological properties. 

 The influence of water (hydrogen) to enhance plastic deformation is sometimes 

anisotropic: hydrogen enhances deformation along one orientation more than along another 

orientations. Anisotropic water effect can be understood if the influence of water on 

dislocation properties such as kink/jog density plays an important role (diffusion in olivine is 



	
   26	
  

nearly isotropic). This leads to the variation in the lattice-preferred orientation (non-random 

distribution of crystallographic orientations of minerals) when plastic deformation occurs by 

the glide of crystal dislocations [Karato et al., 2008]. Consequently, water affects seismic 

anisotropy in the upper mantle.  

 Recently, [Fei et al., 2013] reported relatively small effects of water on diffusion of Si 

in Mg2SiO4 olivine, and argued that creep in olivine is not as much sensitive to water as 

previously considered. However, such a conclusion is inconsistent with the well-documented 

large effects of water to enhance creep in olivine ((Mg,Fe)2SiO4) including anisotropic effects 

summarized above. A more reasonable conclusion from such an observation is either (i) the 

influence of water is not only through diffusion but also through jog formation (that results in 

anisotropic effects) and/or (ii) the influence of water is different between Mg2SiO4  and 

(Mg,Fe)2SiO4 olivine. 

 

3.3 Seismic wave propagation   

 Seismology provides the most detailed information on Earth’s interior (also lunar 

interior). Water and other volatile elements may affect the seismic wave propagation. If such 

effects were demonstrated then water distribution in Earth (and other planets) would be 

inferred from seismological observations. Based on these ideas a number of studies have been 

carried out to investigate how water affects seismic wave propagation. The following aspects 

of seismic wave propagation have been studied: (i) (average) seismic wave velocities, (ii) 

topography of velocity discontinuities, (iii) seismic anisotropy and (iv) seismic wave 

attenuation.  
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 Dissolution of water (hydrogen) weakens chemical bonding and hence one may expect 

that seismic wave velocities will be reduced by the dissolution of water (hydrogen). However, 

experimental studies showed that the effects of water on (high-frequency) elastic properties 

are small (e.g., [Jacobsen, 2006; Jacobsen et al., 2008; Mao et al., 2008]). In fact, the 

influence of other factors such as a variation in major element chemistry (e.g., pyrolite versus 

harzburgite) is much larger than the influence of hydrogen, making it difficult to resolve 

hydrogen content from seismic wave velocities [Karato, 2011] (Fig. 14). 

High water solubility in transition zone minerals means that the dissolution of water 

(hydrogen) stabilizes the transition zone minerals relative to the upper or lower mantle 

minerals. Consequently, the depth of “410-km” or “660-km” discontinuity will be modified 

by the addition of water. Experimental studies confirmed this (e.g., [J Chen et al., 2002; 

Litasov and Ohtani, 2007; Smyth and Frost, 2002]) but the magnitude of topography is 

reduced at high temperatures, and under most of mantle conditions, such topography will be 

small and hard to detect seismologically [Frost and Dolejš, 2007] (Fig. 15). In these cases, the 

actual topography is not much caused by the variation in water content but by the variation in 

temperature and major element chemistry. Consequently, inference of water content from 

these seismologiocal observations is difficult, and sometimes one finds puzzling results when 

such a method is used to infer water content (see Section 4). 

 In contrast, the influence of water on seismic anisotropy in the upper mantle is strong: 

in some cases the direction of anisotropy changes substantially (90o). This is caused by the 

change in the dominant slip system(s) in olivine, and consequently, the distribution of seismic 

anisotropy can be used to obtain some insight into the distribution of water [Karato et al., 

2008] (Fig. 16).  
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Also, the addition of water (hydrogen) increases attenuation through the enhanced 

plastic deformation (decreases Q). This was proposed by [Karato, 1995] using an analogy 

with plastic deformation, and later confirmed qualitatively by [Aizawa et al., 2008] (Fig. 17). 

Using essentially the same line of argument, [McCarthy et al., 2011] suggested that seismic 

wave attenuation increases with water content. The functional relationship between seismic 

wave attenuation and the water content has not been well characterized. However, using the 

Maxwell time scaling, the following relationship is expected (e.g., [Karato, 2006b; McCarthy 

et al., 2011]), viz., 

 

Q−1 =Qd
−1 exp − HQd

*

RT( ) +Qw−1 CW
CWo( )rQ exp − HQw

*

RT( )    (11) 

 

where Q−1  is the fraction of energy loss, Qd(w)
−1  are the reference values of Q−1  for dry (wet) 

conditions, HQd(Qw)
*  are the activation enthalpy for dry (wet) conditions, and rQ  is a non-

dimensional parameter (between 1 to 2). 

 [Shito et al., 2006] developed a method to infer the water content (and temperature, 

major element chemistry) from the observed velocity and attenuation anomalies. They 

reported that the deep upper mantle in the Philippine Sea upper mantle has large water 

content. However, the challenge in using these observations is that the resolution of 

seismological observations (anisotropy and attenuation) is not as good as average velocity or 

topography of discontinuities.  

 

3.4 Electrical conductivity   
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 Most minerals are ionic crystals and therefore there are always a large number of 

charged species. However, in an ideal state, most charged species (such as Mg2+, O2-) are 

strongly bonded each other and they do not carry much current except at very high 

temperatures (close to melting temperature). Impurities such as ferric iron and proton 

substantially enhance electrical conductivity because electrons attached to ferric iron and 

protons are both highly mobile (for a review see [Karato and Wang, 2013]).  

When the concentration of these impurities (“point defects”) is increased, electrical 

conductivity can increase (or decrease) by orders of magnitude. Therefore electrical 

conductivity is a good sensor for the physical/chemical state of a planet related to these 

defects including hydrogen. In many cases, geological questions we would like to address are 

the order of magnitude of concentrations of these defects (e.g., hydrogen) as opposed to the 

precise value of defect concentration. Consequently, although electrical conductivity of 

Earth’s interior (or other planetary interiors) cannot be determined as precisely as seismic 

wave velocities, even a crude estimate of electrical conductivity provides an important 

constraint on hydrogen content. 

In most minerals, electrical conductivity is caused by two types of impurities, ferric 

iron and proton (hydrogen). In both cases, the concentration and mobility of charged species 

is highly dependent on temperature and water content (e.g., [Karato, 2008a]). Consequently, 

electrical conductivity of a mineral (σ ; not stress!) may be written as 

 

σ =σ d0 exp − Hσd
*

RT( ) +σw0
CW
CW 0( )rσ exp − Hσw

*

RT( )    (12) 
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where σ d0(w0)  is the pre-exponential term for dry (wet) mechanism, Hσd σw( )
*  is the activation 

enthalpy for dry (wet) mechanism, and rσ  is a constant (0.5-1). In most cases, electrical 

conductivity is also dependent on oxygen fugacity and in these cases, the influence of oxygen 

fugacity can be included in the pre-exponential factor, σ d0 w0( ) . Major element chemistry also 

affects electrical conductivity. Particularly important is the influence of Fe content (in most 

minerals; [Cemič et al., 1980]) and Al2O3 content in orthopyroxene [Huebner et al., 1979]. 

Parameters in the relation (12) have been determined for some mantle and crustal 

minerals including plagioclase [Yang et al., 2012], olivine [D Wang et al., 2006; Yang, 2012], 

orthopyroxene [Dai and Karato, 2009a; Yang et al., 2012], clinopyroxene [Yang, 2012], 

pyrope [Dai and Karato, 2009b], wadsleyite [Dai and Karato, 2009c], and ringwoodite 

[Huang et al., 2005]. Also the dependence of these parameters on major element chemistry 

has been determined for some minerals.  

The magnitude of the effect of hydrogen is large in comparison to the influence of 

other factors such as temperature, major element chemistry and oxygen fugacity [Karato, 

2011] (Fig. 18). Detailed studies on olivine showed that the enhancement of electrical 

conductivity by the dissolution of hydrogen is not equally caused by all the hydrogen atoms 

dissolved in a mineral but rather mostly due to a small fraction of dissolved hydrogen with 

high mobility and that the hydrogen-related species controlling the conductivity changes with 

temperature (e.g., [Dai and Karato, 2014; Karato, 2006a; 2013c; D Wang et al., 2006]).  

The influence of hydrogen on the electrical conductivity has not been studied for the 

lower mantle minerals. Although there are several studies on the electrical conductivity in 

lower mantle minerals (e.g., [D P Dobson and Brodholt, 2000; Katsura et al., 1998; 

Peyronneau and Poirier, 1989; Shankland et al., 1993]), the hydrogen content in these 
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samples was not measured, and we do not know if hydrogen has any effect on the electrical 

conductivity in these minerals (hydrogen was not added in these studies, but some hydrogen is 

likely dissolved in these minerals). In lower mantle minerals, other defects such as ferric iron 

and/or oxygen vacancies contribute to electrical conductivity (e.g., [D Dobson, 2003]) and it 

is not clear if hydrogen enhances electrical conductivity. It is also noted that most of hydrous 

minerals do not have high electrical conductivity that is likely due to the low mobility of 

hydrogen in these minerals [Karato and Wang, 2013].  

 The influence of carbon on electrical conductivity was discussed by [Duba and 

Shankland, 1982]. A detailed experimental study was performed by [D Wang et al., 2013] 

who showed that when more than ~1 wt% of graphite is present in an olivine aggregate, 

electrical conductivity is enhanced. The reported high conductivity regions in the shallow 

continental lithosphere (e.g., [Jones et al., 2003]) might represent regions of anomalously high 

carbon content with low oxygen fugacity. 

 

3.5 Influence of partial melting 

Partial melting is ubiquitous in Earth when volatile components are present (e.g., [M. 

M. Hirschmann, 2010; Kushiro, 2001]). Partial melting has effects on various physical 

properties similar to hydrogen: partial melting makes materials softer (except for the effects of 

hydrogen removal from minerals that will make materials stronger, see [Karato, 1986]). 

Therefore it is critical to distinguish the influence of volatile element (such as hydrogen) and 

that of partial melting.  

One way to assess the possible contribution from partial melting is to estimate how 

much melt one needs to explain geophysical anomalies, and to address if it is feasible to 
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maintain a required amount of melt. For example, for a given seismic wave velocity reduction, 

one can estimate the necessary volume fraction of melt that depends on the melt geometry 

(wetting (dihedral) angle). For the typical asthenosphere (~50-100 km depth in Earth), the 

dihedral angle is 20o-40o [Cooper and Kohlstedt, 1982; Yoshino et al., 2009]. For this wetting 

geometry, the inferred velocity reduction of 5-10% at the lithosphere-asthenosphere boundary 

requires 3-6 % of melt [Takei, 2002]. Such a melt fraction is difficult to maintain in a large 

region both from the static (equilibrium thermodynamics) and dynamic point of view (melt 

generation and transport) [Karato, 2013a]. The essential reasons are (i) because partial 

melting in many cases in Earth is caused by volatiles, the degree of melting is controlled by 

the amount of volatiles and small (<0.1 %), and (ii) high melt fraction is difficult to maintain 

because of the effective compaction (see section 2.4.2). An exception is a region where melt 

completely wets the grain-boundaries. In these cases, grain-boundary relaxation would occur 

that reduces seismic wave velocities by several % (e.g., [Karato, 2012]). This is a possible 

case for the deep upper mantle above 410-km where continuous melt production by the 

upwelling of water-rich materials from the transition zone combined with complete wetting 

will produce a thick low velocity region [Karato, 2012; Yoshino et al., 2007]. 

For electrical conductivity, a smaller melt fraction could explain observed high 

conductivity if carbonatite melt with a large concentration of alkali ions (Na+, K+) is present 

(e.g., [Gaillard et al., 2008; Naif et al., 2013]). However, both the magnitude and anisotropy 

observed by [Baba et al., 2006; Naif et al., 2013] are in good agreement with a hybrid model 

of hydrogen-assisted conductivity where it is predicted that the conduction mechanism 

changes at temperature of ~1500 K to conduction by two protons trapped at M-site that has 

high anisotropy consistent with the observed anisotropy [Dai and Karato, 2014; Karato, 
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2013c]. Furthermore, the applicability of the results by [Gaillard et al., 2008] to actual mantle 

is questionable because the composition of the carbonatite melt that is in equilibrium with 

mantle minerals is different from the samples used by [Gaillard et al., 2008] (see e.g., [Ni et 

al., 2011]). 

It is also noted that a small fraction of melt does not affect the rheological properties 

strongly under the shallow mantle conditions [Kohlstedt, 2002]. The small effect of partial 

melt is attributed to the wetting geometry of basaltic melt under the shallow upper mantle 

conditions [Kohlstedt, 2002], and is similar to the small effect on seismic wave velocities. In 

contrast to these observations, [Takei and Holtzman, 2009] presented a new theory where they 

claim a larger effect of a small fraction (~0.1 %) of melt for diffusion creep (a factor of 5-10 

enhancement of strain-rate, still modest compared to the hydrogen effect). However, the 

validity of their theory is not clear because there is no clear experimental support2 and the 

stress state calculated in their theory has singularities at grain boundaries that are the transient 

feature and does not correspond to the true steady-state feature according to the theory by [Raj 

and Ashby, 1971]. In fact, [Raj, 1975] and [Lifshitz and Shikin, 1965] explained transient fast 

strain-rate (by a factor of ~5-10) by such a transient stress state. Furthermore, the dominant 

mechanism of deformation in most of the asthenosphere is dislocation creep as inferred from 

strong seismic anisotropy (e.g., [Karato et al., 2008]), in which case, the influence of partial 

melt will be even smaller. 

 In summary, I conclude that although partial melting is ubiquitous in Earth’s mantle 

due to the presence of volatile elements, partial melting is unlikely to affect physical 

properties (seismic wave velocities, electrical conductivity and rheological properties) so 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
2 Using an analogue material, [McCarthy and Takei, 2011] reported that a small amount (~0.1 % or less) of melt 
has a large effect on deformation. However, the influence of chemical composition is not well corrected in their 
work and the validity of their conclusion is unclear. 
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much because melt does not completely wet grain-boundaries and the melt fraction is small 

(<0.1 %). A region above the 410-km discontinuity is an exception where a substantial 

reduction in seismic wave velocities is expected (see [Coutier and Revenaugh, 2006; 2007; 

Gao et al., 2006; Tauzin et al., 2010]). It is possible that this region has a low viscosity that 

might decouple convection current across the 410-km discontinuity. 

 

4. Distribution of volatile elements in Earth      

A large amount of volatile elements on Earth occurs on its surface (atmosphere, ocean 

and sedimentary rocks) but there must be some volatile elements in its deep interior (mantle 

and core) as seen by the eruption of volcanic gases.  The total amount of volatile elements in 

Earth and their spatial distribution are the key constraints in developing a model of volatile 

circulation and the evolution of the ocean (Section 5.3). In this section, I will provide a review 

on the inferences of volatile distribution. 

 

4.1  Geochemical inference of water and other volatile elements distribution in Earth 

Distribution of volatile elements such as hydrogen and carbon can be inferred from the 

samples from Earth’s interior. These samples include volcanic gases as well as rock samples 

(e.g., [Bell and Rossman, 1992; Dixon et al., 2002; Ito et al., 1983; Marty, 2012; Peslier, 

2010]).  

Two approaches are used to infer distribution of volatiles in Earth from rock samples 

(Fig. 19). One is to measure the volatile content in mantle or crustal rock specimens (e.g., 

[Bell and Rossman, 1992; Ingrin and Skogby, 2000; Peslier, 2010]). This is a direct approach. 

In many cases, the temperature and pressure conditions at which a given sample established 
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the last chemical equilibrium can be inferred. Consequently, one can obtain some ideas about 

the depth variation in the volatile content from these samples (e.g., [Peslier et al., 2010]). 

However, there are two limitations with this approach. First, the range of planetary interior 

that one can explore by this approach is limited by the availability of samples. In Earth, most 

of mantle rocks are from the depth shallower than ~200 km. Occasionally, some deep samples 

coming from the transition zone or deeper are identified [Haggerty and Sautter, 1990; Harte, 

2010; Walter et al., 2011], but these are very rare (recently, [Pearson et al., 2014] reported a 

high water content (~1 wt%) of ringwoodite (a transition zone mineral) in one of the diamond 

inclusions, but the relevance of such an observation to the water distribution at the global 

scale is unclear). Second, even if one can determine the water content from these limited 

samples, significance of such results on the water content in the mantle is unclear. This is 

because hydrogen content in these samples is likely modified (either hydrogen loss or gain) 

during their transport to the surface. In much of the published literature, only hydrogen loss is 

examined (e.g., [Demouchy et al., 2006]), but hydrogen (or other volatile elements) may also 

be gained from the volatile-rich kimberlite magma during the transport of these samples (e.g., 

[Karato, 2010b]). 

Alternatively, hydrogen (and other volatile) distribution in the mantle can be estimated 

from the concentration of these elements in the basalts. This is an indirect method for 

inferring the water content in the mantle because basalts themselves are not mantle rocks. 

However, this is an important approach because basaltic magmas are generated at the global 

scale by partial melting of mantle materials and hence their composition reflects mantle 

composition at a broad space scale (e.g., [Hofmann, 1997]). In particular, mid-ocean ridge 

basalt (MORB) is formed by the partial melting of the asthenosphere materials and its 
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chemical composition is nearly homogeneous [Hofmann, 1997]. Also the degree of melting 

associated with MORB formation (~10 %) and hydrogen partitioning between basaltic melt 

and upper mantle minerals are well known (e.g., [Hauri et al., 2006]). Consequently, the 

hydrogen content in MORB provides a robust estimate of water content in the asthenosphere. 

In contrast, the interpretation of water content of ocean island basalt (OIB) is more 

complicated because the source regions and the processes of partial melting of OIB are not 

well understood (e.g., [Hofmann, 1997]).  

 [Ito et al., 1983] and [Dixon et al., 2002] determined the water content in various 

basalts and inferred the water content in their source regions (Table 2a). The source regions 

of MORB, i.e., the asthenosphere of Earth contains ~0.01 wt % of water (with a factor of ~2 

uncertainty). This corresponds to ~4 % of the ocean mass, and if this concentration were 

homogeneous throughout the mantle, the total water content would be ~30 % of the ocean 

mass. The source regions of OIB have a variety of water content, but a common component of 

OIB source regions, referred to as FOZO (focus zone), contain much higher water content (by 

a factor of ~5-10) than the source region of MORB. This suggests that the deep mantle 

contains higher water content than the upper mantle. However, because the source regions 

(particularly their volume) of OIB are unknown, both the total amount of water in the mantle 

and its distribution is unconstrained from such a geochemical approach. For example [Rüpke 

et al., 2006] considered that the volume of water-rich FOZO is only ~7 % of the mantle, 

leading to a relatively small total water content of the mantle (~30 % of ocean mass). In their 

model, the mantle is treated as a single component and therefore the volume of OIB that has 

different water content than the MORB source region cannot be large (otherwise its 

assumption would be invalidated). [Korenaga, 2008] obtained a similar conclusion where he 
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assumed that the whole mantle has the same composition as the asthenosphere. A small total 

water content (also a small content of radioactive elements, i.e., a small Urey ratio (the ratio 

of heat generation to heat loss of Earth)) in the mantle in these models is a consequence of the 

assumption of homogeneous (not layered) mantle chemistry and not a conclusion required 

from the observations. However, the validity of such an assumption is not clear and there are 

some observations that suggest that this assumption is not correct, as I will discuss below.  

 [Marty, 2012] used somewhat different approach in which he used the ratio of the 

concentrations of volatile elements to that of 40Ar in the basaltic rocks (and other samples) 

(Table 2b). 40Ar is a highly volatile element produced by the radioactive decay of 40K , and 

there is essentially no 40Ar in the primordial atmosphere and mantle. Also, as shown in Fig. 8 

(also Fig. 9), Ar has relatively high diffusion coefficient and therefore most of Ar will be 

removed from solid by partial melting together with volatile elements that in general have 

high diffusion coefficients (this is not he case for other incompatible elements such as Ce that 

has low diffusion coefficient3). Consequently, when a rock is degassed near the surface, 

almost all 40Ar must be degassed from the original rock similar to all other volatile elements 

(H, C, N, Ne etc.). Therefore their ratios, e.g., H/ 40Ar, reflect their ratios in the mantle. If the 

concentration of K in the mantle is known, 40Ar content in the mantle can be calculated from 

the measured 40Ar content in the atmosphere. [Marty, 2012] used the geoneutrino observations 

[Gando and al, 2011] to estimate K content and inferred that Earth’s water content is 0.27 ±  

0.13 wt % of the total mass, ~10 ±  5 ocean mass. The geoneutrino inference of K content has 

a large uncertainty, but high concentration of K and other volatile elements in the deep mantle 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
3 The H/Ce ratio is often assumed to be a constant, and used to infer the hydrogen content (e.g., [Dixon et al., 
2002]). If Ce is not completely removed from minerals by partial melting due to slow diffusion (Fig. 8), such a 
method introduces a systematic bias. Also there is no guarantee that the partitioning coefficients of H and Ce is 
the same for various pressure and temperature conditions. 



	
   38	
  

was also inferred by [Allègre et al., 1996] and [Halliday, 2013] from geochemical 

considerations. The higher concentration of incompatible elements such as H and K in the 

deep mantle than in the upper mantle is a natural consequence of transition zone partial 

melting [Bercovici and Karato, 2003]. 

This value is in good agreement (within a factor of ~2) with the estimate by [Karato, 

2011] using geophysical observations as will be discussed in the next section that shows that 

the water content in the transition zone and the lower mantle is much larger than that in the 

upper mantle. However, these estimates differ considerably from those by [M.M. Hirschmann, 

2006; M. M. Hirschmann and Dasgupta, 2009; Rüpke et al., 2006] who assumed that the 

water content in the deep mantle is similar to that in the upper mantle except for very small 

water-rich regions as a source for OIB.  

 Distribution of other volatile elements such as C (carbon) can also be estimated from 

rock samples. For example, the carbon content in the mantle was estimated by [Dasgupta and 

Hirschmann, 2010; Marty, 2012; Wood et al., 1996] from geochemical observations. In 

particular, based on the composition of MORB and OIB, [M. M. Hirschmann and Dasgupta, 

2009] inferred that H/C ratio in the upper mantle is larger than that in the deep mantle 

(transition zone and below), implying that the lower mantle has a relatively high carbon 

content. Abundance of other volatiles such as S, N, Ne and Ar were also estimated (e.g., 

[Marty, 2012]). [Marty, 2012] showed that the concentrations of most of volatile elements are 

higher in the deep mantle than those in the upper mantle (depleted mantle), and the total 

amount of volatile elements in Earth is on the order of 1-3 % of those in carbonaceous 

chondrite (Table 2b) (a similar conclusion was obtained by [Allègre et al., 1986/1987]).  

4.2  Geophysical inference of water distribution 
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Although the geochemical approach for estimating the volatile distribution is more 

direct, its major limitation is the difficulties in locating where those volatile elements are 

present and in estimating the volume of each region (”reservoir”) except for the source region 

of MORB, i.e., the asthenosphere. For example, direct sampling from the deep interior of 

planets is difficult and even for Earth there is little consensus as to the location and the size of 

the source regions of OIB. In fact, some assume that the composition of most of the deep 

mantle is the same as that of the asthenosphere (e.g., [M.M. Hirschmann, 2006; Korenaga, 

2008; Rüpke et al., 2006]), whereas there is some geochemical evidence that the deep mantle 

contains much higher volatile contents (e.g., [Allègre et al., 1996; Marty, 2012]). As I will 

discuss in Section 5, these models lead to very different views of global volatile circulation. 

In view of these limitations, a geophysical approach, i.e., remote sensing is an 

alternative approach to be explored ([Karato, 2006b]; Fig. 20). Various remote sensing 

techniques have been developed to explore planetary interiors including (i) geodesy (gravity, 

shape of planets, orbit), (ii) seismology (elastic and anelastic properties), and (iii) 

geomagnetic induction (electrical conductivity). In these methods, one uses the observations 

obtained outside of a planet that are related to some physical (and chemical) properties of 

planetary interiors. If one knows a relation between these observable properties and volatile 

content, then one can infer volatile distribution in a planet. A major advantage of this 

approach is that in most cases these measurements provide information of distribution of 

physical properties in the entire planet and sometimes provide three-dimensional models.  

However, unlike geochemical approach where volatile content is directly measured on 

rock samples, geophysical approach is indirect. In order to provide useful constraints on the 

volatile distribution from geophysical approach, one needs to identify which properties one 
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may use and to establish a relationship between the volatile content and these physical 

properties. Various physical properties are dependent on volatile content, but they also depend 

on other parameters. As I discussed in Section 3, hydrogen is exceptional among various 

volatile elements in influencing some of the geophysically observable properties to the extent 

that one can place important constraint on its distribution. This is due to the weak chemical 

bonding of hydrogen with other atoms such as oxygen and relatively large solubility of 

hydrogen in most of minerals. Therefore hereafter in this section, I will focus on the estimate 

of hydrogen content. If the ratio of hydrogen content to the content of other volatile elements 

is known, then one can use hydrogen as a geophysical tracer to infer the distribution of other 

elements.  

The dependence of a physical property, X, on various parameters may be symbolically 

written as 

 

 X = X CW ,T ; ξ( )        (13) 

 

where CW  is the water content, T is temperature and ξ  is “other factors” such as the major 

element chemistry (pressure effect is not included here. If needed, temperature could be 

interpreted as a homologous temperature, T /Tm P( )  (Tm P( ) ; melting temperature) to include 

the pressure effect). Since all of them can vary in a planetary interior, if a property can be used 

to infer water content, its sensitivity to “other factors” (major element chemistry) and 

temperature must be weak or well characterized. As I will discus below, some physical 

properties such as electrical conductivity and seismic attenuation (tidal dissipation) are 

relatively insensitive to the major element chemistry (or one can infer the influence of major 
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element chemistry with sufficient accuracy). In these cases, one can infer combinations of 

CW  (water content) and T (temperature) that explains geophysical observations. In a case 

where temperature can be estimated using other approaches (this is the case for Earth’s 

mantle), water content can be inferred from such a geophysical observation. 

4.2.1 From seismological observations 

Seismology provides the high-resolution images of Earth’s interior (there are some 

data on the Moon as well; [Garcia et al., 2011]). Among others, seismic wave velocities can 

be determined with highest precision, and provide the best constraints on the composition of 

Earth’s interior (e.g., [Dziewonski, 2000]). Also in some cases, the depths of seismic 

discontinuities can be determined that are also sensitive to the water content (e.g., [Deuss, 

2009; Shearer, 2000]). Consequently, there have been some attempts to use seismic wave 

velocities (e.g., [Jacobsen et al., 2008; Jacobsen and Smyth, 2006; Jacobsen et al., 2004]) 

and/or the depth of seismic discontinuities to infer the water content. Particularly interesting is 

an approach used by [Meier et al., 2009; Suetsugu et al., 2006] where the anomalies in 

seismic wave velocities and in the depth of seismic discontinuities (thickness of the transition 

zone) are inverted together for the anomalies in temperature and water content (Fig. 21),   
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where VP,S  is seismic wave velocity, h is the thickness of the transition zone, T is temperature 

and CW  is the water content, and ΔX  is the anomaly of X. In such a formulation, one has two 
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unknowns (water content and temperature), and using two independent observations 

(anomalies in seismic wave velocity and anomalies in the depth of seismic discontinuity), one 

can uniquely determine the temperature and water content. 

Although this method would work in principle, such an approach led to puzzling 

conclusions such as water-poor transition zone in eastern Asia and water-rich transition zone 

in the central Pacific when it is applied to a global scale [Meier et al., 2009]. This suggests 

that the assumption that the anomalies of seismic wave velocity and the topography of 

discontinuity (i.e., the thickness of the transition zone) depend primarily on water content and 

temperature is not appropriate. As seen from Fig. 14 and 15, both seismic wave velocity and 

the topography of the seismic discontinuity depend only weakly on water content under 

typical (hot) mantle conditions. In other words, in the case of seismic wave velocity and the 

thickness of the transition zone, the influence of ξ  in equation (14) is so strong that the 

variation in X CW ,T ;ξ( )  is mostly caused by that of ξ  (major element chemistry) rather than 

the water content (CW ). In these cases, rather than the anomalies in the water content, ΔCW , 

one should use another variable such as the variation in major element chemistry and 

temperature (ξ,T ) as unknowns. Even in these cases, water content could be inferred if major 

element chemistry is very precisely known. This is almost impossible because in order to 

detect ~0.1 wt% of water, one needs to know the iron content better than ~0.1 %, for example. 

I conclude that it is difficult to infer water content from seismic wave velocity and/or the 

topography of the mantle discontinuities. 

 There are other types of seismological observations that provide better constraints on 

the water content. The first is seismic wave attenuation and the second is seismic anisotropy. 

When seismic wave attenuation is well resolved, the observed attenuation can be used to infer 
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water content (and temperature). Such an attempt was made for Earth by [Shito et al., 2006] 

who found water-rich regions in the deep (~300 km) wedge mantle in the western Pacific. 

Similarly, [Karato, 2013b] applied such a method to the Moon using the inferred tidal 

dissipation and electrical conductivity as constraints. He found evidence of a substantial 

amount of water in the deep lunar mantle similar to the upper mantle of Earth. The limitations 

with this approach is that the relation between seismic wave attenuation (or tidal dissipation) 

and water content is not precisely constrained and that geophysical observations on 

attenuation has large uncertainties (e.g., [Dalton et al., 2009; Romanowicz and Durek, 2000]). 

In contrast, tidal dissipation is determined by the geodetic measurements of the shape of 

planets and can be determined precisely (errors less than ~10 %) (e.g., [Ray et al., 2001; J G 

Williams et al., 2001]). However, tidal dissipation is a property of the whole planet, and one 

needs a model for the depth-dependent attenuation to interpret tidal dissipation [Karato, 

2013b]. 

Deformation microstructures such as the lattice-preferred orientation (LPO) of olivine 

depends on the water content as well as other parameters such as temperature and stress 

(Section 3.3, Fig. 16; [Karato et al., 2008]). Consequently, for a given flow geometry, seismic 

anisotropy depends on the water content (and other factors). Therefore, when flow geometry 

and other factors such as temperature are well known, one can infer the distribution of water 

content from seismic anisotropy. For example, anomalous seismic anisotropy in the central 

Pacific [Ekström and Dziewonski, 1998] was explained by the re-distribution of water caused 

by deep partial melting associated with the Hawaiian plume [Karato, 2008b]. [Kneller et al., 

2005] explained the complex pattern of anisotropy in the wedge mantle (mantle above a 

subducting slab) by the variation in lattice-preferred orientation caused by the variation in 



	
   44	
  

stress, temperature and water content. An obvious limitation of this approach is that the 

location of seismic anisotropy is not easily constrained particularly when one uses the body 

waves (e.g., SKS; [Savage, 1999; Silver, 1996]). Also some laboratory studies suggest more 

complex behavior of lattice-preferred orientation in olivine (e.g., [Ohuchi and Irifune, 2013]). 

4.2.2 From electrical conductivity 

Electrical conductivity in a planet can be inferred from the observations of 

electromagnetic induction (e.g., [Banks, 1969; Hood et al., 1982; Kelbert et al., 2009; 

Rikitake, 1966]). Temporal variations of an external magnetic field induce electric currents in 

a planet that in turn induce magnetic field. By measuring the electro-magnetic field on the 

planetary surface, one can determine the ratio of the external and internal field. The induced 

current is proportional to electrical conductivity, and hence by determining the ratio of 

induced field to external field, one can infer the electrical conductivity. The depth variation of 

electrical conductivity can be inferred from the frequency dependence of electromagnetic 

induction. In many cases, the lateral variation in electrical conductivity is large comparable to 

the depth variation (e.g., [Baba et al., 2010; Banks, 1969; Evans et al., 2011; Hood et al., 

1982]). This suggests the strong sensitivity of electrical conductivity to some parameters that 

change laterally such as temperature and the water content. 

The resolution of electrical conductivity estimate is not as high as that of seismological 

observations. However, it is important to understand that the range of the water content we 

may have in a terrestrial planet is broad, from ~1 ppm wt or less (nearly completely dry) to ~1 

wt % (nearly saturated). Consequently, if one can infer water content within one order of 

magnitude, this will be an important progress. Electrical conductivity observations have 

enough resolution for this purpose. 
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Fig. 22 compares the conductivity-depth profile models corresponding to various 

water contents with geophysically inferred conductivity-depth profiles [Karato, 2011]. Such a 

comparison suggests strongly layered water content in Earth’s mantle, ~0.01 wt % in the 

upper mantle (asthenosphere) and ~0.1 wt% in the transition zone (Fig. 23). These results also 

show a large regional variation in the water content: a high water content in the transition 

zone in the east Asia [Ichiki et al., 2006], a low water content in the transition zone in the 

east/south Europe [Tarits et al., 2004] and a low water content in the asthenosphere in the 

western Pacific [Baba et al., 2010]. Currently there are no constraints on the water content of 

the lower mantle because there is no laboratory data on the influence of the water content on 

the electrical conductivity of lower mantle minerals. 

A similar study was made for the Moon where geophysically inferred electrical 

conductivity-depth profile was interpreted by a combination of temperature-water content 

[Karato, 2013b]. Combining the constraints from tidal dissipation, that also provides a 

constraint on the temperature-water content combination, with electrical conductivity, 

[Karato, 2013b] estimated the temperature and water content separately and concluded that 

the presence of water similar to the upper mantle of Earth (~0.01-0.001 wt%) is needed to 

explain these observations.  

4.2.3 From rheological properties 

Given the sensitivity of rheological properties to water content summarized in Section 

3.2, one might consider that the variation of rheological properties (viscosity) of the mantle 

might be used to infer the water content. Such an approach is, however, hampered by the poor 

spatial resolution of geophysical estimate of rheological properties and by the strong tradeoff 

between the water and temperature effect. For example, [Cadek and Fleitout, 2003; Nakada 



	
   46	
  

and Lambeck, 1991] presented evidence for the lateral variation in viscosity, and [Dixon et al., 

2004] interpreted some of geophysical observations in terms of the lateral variation in water 

content. However, the results of these studies are subject to large uncertainties due to the 

strong tradeoff between the temperature and water effects. 

 

4.3 Other volatile elements 

Similar to hydrogen, the concentration of carbon in the mantle can be inferred from the 

composition of basaltic rocks [Dasgupta and Hirschmann, 2010; M. M. Hirschmann and 

Dasgupta, 2009; Wood et al., 1996]. Both hydrogen and carbon are modest to highly 

incompatible elements, and a majority of them move to melts upon partial melting. However, 

there are two important differences in the behavior of carbon and hydrogen upon partial 

melting. First, carbon is more incompatible than hydrogen [Shcheka et al., 2006]. Second, 

diffusion coefficient of carbon in minerals is generally much slower than that of hydrogen. 

These two factors make carbon depletion more efficient upon partial melting. If indeed the 

upper mantle (asthenosphere) were formed as a result of partial melting at ~410-km, then C/H 

ratio would be higher in the transition zone (and lower mantle) than that in the upper mantle.  

Using the carbon and hydrogen contents in MORB and OIB, [M. M. Hirschmann and 

Dasgupta, 2009] inferred that the H/C of the deep mantle (transition zone and the lower 

mantle) is substantially smaller than that in the upper mantle. Inferred different H/C ratio 

between the upper mantle and the deep mantle is difficult to explain if there is no major mass 

segregation in between these two regions. However, because of the different behavior of C 

and H upon partial melting, the inferred variation in H/C is naturally attributed to the effect of 
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partial melting at (near) 410-km. Abundance of other volatile elements is reviewed by [Marty, 

2012] (Table 2b). 

 

4.4 Water content in other planetary bodies 

 The water contents in some meteorites were measured and the water contents of 

comets were estimated [Jarosewich, 1990; Marty and Yokochi, 2006]. Comets are volatile rich 

(~50 wt%), so are carbonaceous chondrites (~10 wt%). Ordinary chondrites have ~0.1 wt% of 

water. The most depleted meteorite is enstatite chondrite that has less than 0.1wt% of water. 

Most of ordinary chondritic meteorites are considered to come from the inner asteroid belt 

(2.1-2.5 AU; AU: the astronomical unit (the distance between Earth and the Sun), 1.50 ×  108 

km from the Sun), whereas carbonaceous chondrites are from the outer region of the asteroid 

belt (~3 AU) [Gradie and Tedesco, 1982]. This suggests that materials within the snow line 

(~2.7 AU; see Section 5.1.2) have enough water to be an important, perhaps dominant source 

of Earth’s water. 

 Water contents of the Moon were inferred from the lunar samples, resulting in a wide 

range of values. Among them the most robust is the measurements on basaltic inclusions in 

olivine that showed the water content similar to that in mid-ocean-ridge basalt [Hauri et al., 

2011] (see also [Saal et al., 2013]). Geophysical observations suggesting the Earth-like water 

content in the lunar mantle are reviewed by [Karato, 2013b]. He used the geophysically 

inferred electrical conductivity-depth profile and the tidal dissipation to infer the water 

content (and temperature) to conclude that the water content of the lunar mantle is similar to 

that of the upper mantle of Earth, a conclusion similar to that obtained from the geochemical 

study by [Hauri et al., 2011]. 
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Water content in the Martian mantle can be inferred from the composition of the 

Martian meteorites (e.g., [McSween et al., 2001; Mysen et al., 1998]). However, the 

interpretation of observed water contents of these samples is not unique and different models 

were proposed [McSween et al., 2001; Mysen et al., 1998]. Similar to the Moon, geophysical 

observations would provide additional constraints on the water content in the Martian mantle. 

The tidal dissipation of Mars was determined from the analysis of the orbits of its satellites 

[Lainey et al., 2007]. If the electrical conductivity of Mars were inferred from electromagnetic 

induction measurements, it would be possible to infer the water distribution in Mars. For 

Venus, no data on tidal dissipation nor electrical conductivity are available. It is often 

discussed that the Venusian mantle is likely water-poor based on the observed positive 

correlation between topography and gravity [Kaula, 1990] as well as the composition of the 

atmosphere (e.g., chapter 4 of [de Pater and Lissauer, 2010]). However, there is some 

suggestion that Venus had a large amount of hydrogen in the past (e.g., [Donahue et al., 1982; 

Grinspoon, 1987; Kasting and Pollack, 1983]). Because plate tectonics does not operate on 

Venus at least in the recent ~500 Myrs, degassing is less efficient and Venusian mantle might 

contain a substantial amount of water (see also [Halliday, 2013]). 

5. Volatiles during planetary formation  

Planets are formed as a byproduct of star formation which is caused by the 

gravitational collapse of a molecular cloud [Shu et al., 1987]. By gravitational collapse, such a 

cloud will be heated up (these materials will also be heated up by the radiation of the mother 

star). Most of the materials of the molecular cloud go to the center of the cloud from which a 

star is formed. However, there will be some left-over materials, from which planets are 

formed. The composition of these materials is initially similar to that of the molecular cloud 
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from which star was formed. In fact recent search for exo-planets shows that a large fraction 

of stars (>40%) has planets [Howard et al., 2010]. 

During the cooling of the nebula associated with the strong radiation generated by the 

early stage star (“T-Tauri” star; a star in the later stage of Hayashi contraction phase, 

[Hayashi, 1961]), most of the volatile components in the gas will be blown off to define the 

initial composition of a terrestrial planet. In the later stage of planetary formation, extensive 

heating will occur by collisions that can result in the volatile loss4. Collisions also lead to 

orbital scattering that enhances the mixing of materials with different volatile contents (e.g., 

[Kokubo and Ida, 2000; Morbidelli et al., 2000]). And finally in the late stage of planetary 

formation, magma-ocean and atmosphere will be formed that redistribute volatile elements 

(e.g., [Abe and Matsui, 1985; Abe et al., 2000; L Elkins-Tanton and Grove, 2011]). After a 

planet is formed, some volatiles will be lost through the outer layer of the atmosphere (e.g., 

[Abe et al., 2011; Hunten et al., 1989]), but also there will be a long-term circulation of 

volatiles involving degassing and regassing associated with mantle convection and core 

cooling (e.g., [Franck and Bounama, 2001; McGovern and Schubert, 1989; Rüpke et al., 

2006]). Time-scales of these processes are summarized in Table 3, showing that most of these 

stages have markedly different time-scales so that some of them can be discussed separately. 

However, there are a few cases where the mutual feedback of two processes may be important 

including the formation of a satellite associated with a giant impact. 

 

5.1  Acquisition and/or loss of volatile elements in the early stage of planetary 

formation 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
4 In a giant impact, most materials are gravitationally bound and not much volatile loss will occur. However, if 
temperature exceeds the vaporization temperature, then planets (satellites) formed from the once vaporized 
materials will be depleted of volatiles to some extent during condensation (see e.g., [Karato, 2013b]). 
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5.1.1 General introduction 

Terrestrial planets are made of condensed materials. Therefore condensation from a 

hot gas is the first stage by which the volatile content of terrestrial planet is controlled. Upon 

cooling, refractory materials are condensed in the early hot stage and volatile materials are 

condensed later in the cool stage. The condensed materials will sink to the equatorial plane of 

the nebula and eventually form planets, but they may also migrate toward or away from the 

star. When gaseous phases are blown off by the strong solar wind at the T-Tauri stage of the 

mother star, condensation will cease and the condensed materials at this stage will become the 

source materials of terrestrial planets (strong radiation will blow off most of the solar nebula 

composition gas from terrestrial planets, but not from giant planets because of the strong 

gravity for the latter)5.  

Assuming this scenario, the composition of the condensed materials that will become 

terrestrial planets can be calculated from the temperature of the nebula at the time of T-Tauri 

phase. Whenever the timing of the T-Tauri stage is, the temperature in the nebula at any 

distance from the mother star decreases with distance. Consequently, there will be a gradient 

in chemical composition of the condensed matter. [Lewis, 1972] proposed that the 

composition of the terrestrial planets can be explained by the condensation temperatures of 

various materials. Similarly, [Gradie and Tedesco, 1982] reported that the composition of 

asteroids inferred from the reflection spectroscopy varies systematically as a function of the 

distance from the Sun. This is consistent with the condensation model. They also discussed 

that this observation suggests that there is not much orbital scattering of these bodies after 

their formation. However, recently, [DeMeo and Carry, 2014] showed a more complex 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
5 Large impact could also blow off the pre-existing atmosphere, but the timing of a large impact is 10s of Myrs 
after the formation of the Sun and therefore it will be after the blow-off of the primary atmosphere by the solar 
radiation during the T-Tauri stage. 
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compositional distribution in the asteroid belt suggesting the importance of mixing. Also 

[Cassen, 1996] developed a model to explain the variation of moderately volatile elements in 

some carbonaceous meteorites using such a model where radial transport of matter is also 

considered.  

5.1.2 The snow line 

There will be a critical distance from the mother star at which temperature becomes 

cooler than the condensation temperature of ice when the mother star is at the T-Tauri stage of 

evolution. This critical distance (line) is called the “snow line” ([Hayashi, 1981]; or the “frost 

line” or the “ice line”). [Hayashi, 1981] estimated that the location of the snow line for the 

solar nebula is ~2.7 AU (uncertainties in such an estimate will be discussed later). Beyond the 

snow line, it is often argued that a large amount of volatile-rich materials is condensed that 

makes it possible to nucleate a core quickly on which a giant planet could be formed6. The 

concept of the snow line provides a natural explanation of the presence of two classes of 

planets: terrestrial planets within the snow line (<2 AU) and gaseous planets away from the 

snow line (>4 AU). 

It is often assumed that the condensed materials within the snow line are completely 

dry. If this were true, then in order for terrestrial planets formed within the snow line (e.g., 

Earth) to acquire any water (hydrogen), substantial orbital scattering to increase the 

eccentricity would be needed (e.g., [Albaréde, 2009; Morbidelli et al., 2000; Raymond et al., 

2007]).  Because the orbital scattering becomes large only in the later stage of planetary 

accretion [Kokubo and Ida, 2000; Morbidelli et al., 2000], such a model would imply that 

water on Earth was acquired in the late stage of its accretion, say ~50-100 My after the 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
6 The formation of giant planets also needs a large amount of materials. Therefore the distribution of giant 
planets is also controlled by the distribution of materials (the surface density) in the solar nebula. 
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formation of the solar nebula [Albaréde, 2009] when the core was already formed (~ 30 Myrs 

after the formation of the Sun; [Kleine and Rudge, 2011]). [Wood et al., 2010], however, 

presented geochemical observations (abundance of moderately volatile and siderophile 

elements) suggesting that a substantial amount of volatile elements was present on Earth at the 

time of core formation. If most of volatile elements such as H were acquired after core 

formation, core would not have much volatile elements. In contrast, if a substantial amount of 

volatile elements were acquired before core formation, then core will have some volatile 

elements. 

The location of the snow line depends on the opacity of the nebula and the radiation 

from the star at the time of the T-Tauri stage of star, both of which have large uncertainties. 

First, the temperature distribution in the nebula depends strongly on the opacity that in turn 

depends on poorly constrained amount of condensed matter [Cameron and Pine, 1973]. In 

fact, [Sasselov and Lecar, 2000] proposed a model where dust grains play an important role in 

the thermal structure and suggested that the snow line is at ~1 AU for the Solar System. 

Second, the condensation temperature of ice depends on the total pressure of the nebula that is 

model dependent (see equation (2)). The total pressure depends on the mass of the nebula and 

is different between the minimum mass model of [Hayashi et al., 1985] and a model by 

[Cameron, 1988] where the mass of the nebula is considered to be the same as the mass of the 

Sun. This leads to a large uncertainty in the condensation temperature (see equation (2)) and 

hence in the locations of the snow line.  

5.1.3 Water (hydrogen) within the snow line? 

When the concept of the snow line is used in its simplest form, the formation of 

hydrous minerals such as serpentine is not considered based on the simple collision theory of 
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the kinetics of chemical reaction (e.g., [Fegley, 2000]). However, based on some experimental 

observations, [Ganguly and Bose, 1995] pointed out that the kinetics of formation of hydrous 

minerals might be much faster (more than 1014 times of magnitude faster!) than [Fegley, 

2000] calculated (see also [Jug et al., 2007; Mejias et al., 1999] for the fast kinetics of 

hydrous mineral formation). If these experimental observations can be applied to the Solar 

System, then the formation of hydrous minerals within the snow line would be possible. For 

these reasons, the concept of the snow line should be used with caution in the discussion of 

volatile acquisition in a growing terrestrial planet.  

Another possibility was proposed by [Muralidharan et al., 2008] who suggested that 

the surface adsorption of volatiles on dust grains might contribute to the volatile budget of 

terrestrial planets. In such a case, even materials within the ice line will acquire some 

volatiles. However, in order to explain an appreciable amount of volatiles by this mechanism, 

they need to assume large surface area caused by irregular morphology of grains. The validity 

of such an assumption is unclear. Recently, [Vattuone et al., 2013] reported a more detailed 

experimental and theoretical study on water adsorption. Again, however, the amount of water 

that could be kept in these materials by adsorption depends strongly on the size of grains that 

is not well constrained. 

The observed finite amount of water in chondrite suggests that there is some water 

within the snow line although the processes by which such a finite amount of water (and other 

volatiles) was acquired are not well understood. 

5.1.4 Gas à  solid versus gas à  liquid condensation 

 Condensation occurs during nearly isobaric cooling (small reduction in pressure 

occurs during cooling). Therefore, either gas à solid or gas à liquid condensation occurs is 
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essentially determined by the relative position of the triple point pressure Pc  and the actual 

total pressure (Fig. 3).  

Most previous discussions on the condensation of volatile elements in cosmochemistry 

have been made assuming the gas ßà solid reactions (vaporization and condensation; 

[Grossman and Larimer, 1974]). As shown in Fig. 3, such reactions are relevant at low 

pressures. In most of the environments in the primitive solar nebula, the gas pressure is low 

[Cameron and Pine, 1973; Hayashi, 1981] and such a model is appropriate. However, under 

some conditions where the total pressure was high, liquids will play an important role.  

Fig. 24 shows phase diagrams relevant to planetary formation through condensation. 

Condensation occurs through (nearly) isobaric cooling. Consequently, the sequence of 

condensation depends strongly on the relative value of the triple point pressure Pc  and the 

total pressure of the system. If the total pressure exceeds Pc , then condensation forms liquids 

first. This critical pressure (and temperature) depends on the composition of the system.  Pc  of 

a system H2 and Mg2SiO4 [Mysen and Kushiro, 1988] is smaller than that of a system CaO-

MgO-Al2O3-SiO2 + hydrogen and other volatiles where a substantial fraction of refractory 

elements are in the dusts [Yoneda and Grossman, 1995]7. In the solar nebula, a typical 

pressure is ~10-102 Pa, whereas in the Moon forming disk, the pressure is much higher (104-

107 Pa; [Karato, 2013b]). Condensation under relatively high pressure may also occur during 

the collisions of planetesimals as inferred from the chemistry of some meteorites (e.g., 

[Campbell et al., 2002]). Also cooling after heating by a shock wave will involve gas à 

liquid condensation that is a possible mechanism of chondrule formation (e.g., [Galy et al., 

2000]). 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
7 [Mysen and Kushiro, 1988] is an experimental study, whereas [Yoneda and Grossman, 2005] is a model. The 
difference may also be due to the uncertainties in the model calculation by [Yoneda and Grossman, 2005] 
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The gas à liquid condensation is important in relation to the volatile acquisition in a 

growing terrestrial planet. When only the gas à solid condensation is considered, what 

matters most is the condensation of volatile-rich minerals such as ice. However, when liquid 

phases are formed by condensation, they can store a much larger amount of volatiles than 

solids (Fig. 25). [Karato, 2013b] explained the inferred high water content of the Moon 

(similar to Earth’s upper mantle) by the condensation to liquid phases and subsequent rapid 

accretion. 

 

5.2 Behavior of volatiles during the later stage of planetary formation 

5.2.1 Collision-induced melting and vaporization  

 Terrestrial planets grow as a result of collisions of small planetary bodies 

(“planetesimals”) formed after condensation (e.g., [Safronov, 1972]). Once some volatile 

elements are acquired in the condensed matter (planetesimals) during the cooling of the 

nebula, the next process that will re-distribute volatile elements is the collision of 

planetesimals. Current models of planetary formation suggest that the average size of 

planetesimals increases with time, and in the later stage of planetary formation, relatively 

large bodies collide (e.g., [Wetherill, 1990]). Collisions of large bodies release a large amount 

of energy during a short time and hence produce high degree of heating and resultant re-

distribution of volatile elements. 

There have been experimental studies (e.g., [Lange and Ahrens, 1982; Tyburczy et al., 

1986; Tyburczy et al., 2001]) as well as theoretical modeling (e.g., [Ahrens and O'Keefe, 

1972; R.M. Canup, 2004b; Pritchard and Stevenson, 2000; Stevenson, 1987]) on these 

processes. Essential cause of impact-induced melting and/or vaporization is heating by the 
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release of gravitational energy. Therefore the degree of heating increases with the size of 

colliding (and collided) materials. The maximum (assuming no kinetic energy when bodies are 

far apart) temperature at the surface of a growing planet can be calculated assuming that all 

the gravitational energy is converted to heat, viz., 

 

 ΔT( )max =
4πRp

2Gρ
3CP

       (15) 

 

where G is the gravitational constant, RP  is the radius a planet, ρ  is the (average) density of a 

planet, and CP  is the specific heat. For the melting temperature of typical silicates at low 

pressure (~1,500 K), one finds that the radius of RP >2,000 km will be needed. Therefore in 

the later stage of planetary accretion, the surface of a growing planet will be melted if the size 

exceeds ~1/3 of Earth and if the gravitational energy is efficiently converted to heat. In other 

words, if a small planet such as the Moon (RP =1,740 km) was extensively melted when 

short-lived radioactive isotope such as 26Al is not available (more than ~10 Myrs after the 

formation of the Solar System), energy source other than its own gravitational energy must be 

present. The gravitational energy of Earth (i.e., a giant impact to Earth) is an obvious 

possibility to have caused extensive melting during the formation of the Moon. 

 The temperature given by equation (15) is the maximum temperature for two reasons. 

First, in a realistic case, some of the energy is lost by radiation that reduces the temperature 

(e.g., [Hanks and Anderson, 1969]). It is understood that in the later stage of planetary 

accretion, the degree of radiative energy loss is small because of the short time scale of mass 

addition (due to the collisions of large bodies) and the blanketing effects of debris and/or the 

atmosphere (e.g., [Hayashi et al., 1979; Kaula, 1979; Safronov, 1978]). Second, some of the 
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energy will be stored as an internal energy and only a fraction of energy changes to heat. 

Using a thermodynamic model of shock compression, one can analyze the degree of heating 

upon a collision. The heating associated with a collision is caused by the adiabatic heating and 

the entropy production due to compression (shock compression is not iso-entropic) and is 

given by  

 

dT = − Tγ
V dV + 1

2Cυ
P − Po( )dV + Vo −V( )dP⎡⎣ ⎤⎦     (16) 

 

where γ  is the Grüneisen parameter, Cυ  is the specific heat, V is the volume at pressure P, 

and Vo  is the volume at pressure Po  [Carter et al., 1975]. The first term represents the 

adiabatic heating and the second term corresponds to the heating due to the excess entropy 

produced by shock deformation. Both of these terms are sensitive to the material properties 

such as the bulk modulus and the Grüneisen parameter (including its volume dependence) and 

hence the temperature increase due to a collision depends strongly on the compressional 

properties of materials (Fig. 26) [Karato, 2014]. Because the compressional properties are 

markedly different between liquids and solids (e.g., [Jing and Karato, 2011]), the 

consequence of a giant impact will be different if the surface of a planet that is hit has a 

surface magma-ocean or not. Sensitivity of collisional heating on materials properties likely 

affects the composition of materials ejected by a giant impact. In examining the thermal and 

chemical aspects of a giant impact, the influence of compressional properties (equation of 

state) of materials involved must be examined carefully (for a discussion of shock heating see 

also [Ahrens and O'Keefe, 1972; Stevenson, 1987]). 
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Some of the ejected materials by a giant impact is trapped by the gravity of a mother 

planet (e.g., Earth) and is confined to a relatively small space (less than 5-10 RE (Earth’s 

radius) in case of the Moon formation; [R. M. Canup, 2004a]). As a result, the pressure of the 

gas (+ some condensed matter) is high in comparison to the pressure in the solar nebula, and 

the condensation in such a case occurs as gas à liquid rather than gas à solid (see Fig. 3). In 

these cases, a substantial amount of volatile elements can be dissolved in the condensed 

matter (liquid). If accretion is fast in comparison to the cooling time scale of the disk, then a 

substantial fraction of volatiles dissolved in the liquid phase could be preserved in the satellite 

(the Moon) [Karato, 2013b]. 

5.2.2 Formation of the atmosphere and the ocean 

 When the mass of a growing planet is large, it can acquire some gas from the 

surrounding nebula. However, geochemical observations, particularly those on heavy rare 

gases (e.g., Ne, Ar and Xe), show that the amount of this primary gas (the solar gas) trapped 

by a terrestrial planet is small (e.g., [Marty, 2012; Ozima and Igarashi, 1989]). The majority 

of the volatile elements on a terrestrial planet are there as a consequence of outgassing from 

the planetary interior (e.g., [Rubey, 1951]).  

 Abe and Matsui developed a model of formation of the atmosphere and the ocean in 

the late stage of planetary formation [Abe and Matsui, 1985; 1988; Matsui and Abe, 1986a; b]. 

They emphasized the role of impact-induced degassing and the chemical equilibrium at the 

interface between the growing magma-ocean and the atmosphere. They found that the amount 

of water contained in the primitive atmosphere formed by the degassing during the formation 

of Earth is ~1.2 ×  1021 kg that agrees well with the current ocean mass on Earth (1.4 ×  1021 

kg). They also showed that the predicted ocean mass is only weakly dependent on the amount 
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of water contained in the source materials due to the large capacity of magma-ocean to buffer 

the water content of the atmosphere. The near agreement of the predicted value of the ocean 

mass with the actual ocean mass on Earth is remarkable, and they suggested that water 

contained in the impact-induced atmosphere might be the source of the ocean water. If this 

model were correct, Earth’s interior would be essentially dry. 

 However, this model has some limitations, and it is not clear if this model explains the 

amount of volatiles in a planet. First, in their model, volatile elements dissolved in the 

magma-ocean were not considered as a source of volatiles in the atmosphere and ocean. 

Because the solubility of volatile elements (such as hydrogen and carbon) in the magma is 

large (Fig. 25), the magma-ocean can contain a large amount of volatiles, and the neglecting 

the volatile elements dissolved in the magma-ocean is difficult to justify. [L T Elkins-Tanton, 

2008] developed a different model for the atmosphere and the ocean formation on a terrestrial 

planet where the role of volatile elements dissolved in the magma-ocean is emphasized. This 

model contains some details of the consequence of solidification, and similar to the model by 

the Abe-Matsui model, this model predicts a dense primitive atmosphere exceeding ~10 MPa 

(~100 bars). In this model, the amount of water in the mantle (at the time of completion of 

magma-ocean solidification) is determined by the amount of initial water content in the 

magma-ocean and the solubility of water (hydrogen) in mantle minerals. Also, such a model 

predicts compositional stratification including the volatile content (e.g., [L Elkins-Tanton and 

Grove, 2011; Ohtani, 1985]). However, the degree of stratification depends on the details of 

crystal settlements in a convecting magma-ocean (e.g., [Solomatov, 2009]), and convection 

after the complete solidification could also destroy the initial stratification (e.g., [Sleep, 

1988]). [K Hamano et al., 2013] recently investigated the consequence of magma-ocean 
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solidification and emphasized the importance of the cooling rate that determines the amount 

of water retained in a planet after the solidification of the magma-ocean. 

Second, [Genda and Abe, 2005] showed that when a large collision occurs on a planet 

with pre-existing magma-ocean, almost all the preexisting atmosphere will be blown off. If 

this happens, then the volatile content in the initial atmosphere would not play an important 

role in the long-term evolution of the volatile budget. 

Regardless of the details, all models predict the presence of a hot initial atmosphere 

that helps maintain the surface temperature high enough to melt silicates. Such a high 

temperature lasts only through the period in which the rate of accretion is high and the large 

energy release occurs in a growing planet. As the rate of accretion (energy input) reduces, the 

atmosphere will cool down to allow surface ocean to exist if the greenhouse effect of the 

atmosphere is limited. The time for cooling depends on the energy release from a growing 

planet and is estimated to be on the order of 1 Myrs for Earth (e.g., [Sleep, 2001]). This means 

that ocean is likely formed in the very early stage of evolution of a terrestrial planet. 

5.2.3 Influence of core formation 

 Core formation (i.e., Fe-silicate separation) on Earth and other terrestrial planets 

occurred in the early stage of planetary evolution (<50 Myrs; [Kleine and Rudge, 2011]). Fe-

silicate separation occurs efficiently when the surface of a growing planet is covered with a 

magma-ocean (e.g., [Karato and Murthy, 1997; Stevenson, 1990]). The core formation has 

important influence on the distribution of volatiles because iron can dissolve a large amount 

of volatiles at high pressure and temperature conditions (Section 2.3).  

 Two issues are critical in estimating how much volatiles might be in the core. First, in 

order for a substantial amount of volatiles to be dissolved in the core, the core formation must 
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occur in a growing planet that already has acquired some volatiles. If the volatile acquisition 

were late as suggested by [Albaréde, 2009], then not much volatiles would be in the core. 

Second, even if the core formation occurred after a substantial amount of volatiles is already 

acquired in a growing planet, the degree to which separating iron captures the volatiles 

depends on the processes of core formation. [Wood and Halliday, 2010] presented evidence 

that a substantial amount of volatiles was already present when the core-mantle separation 

occurred in Earth. On the other hand, [Karato and Murthy, 1997] suggested that much of the 

iron-silicate separation occurs by merging of preexisting cores without chemical equilibrium. 

In such a case, the amount of volatiles in the core will be small. Dissolved volatiles will affect 

various physical properties of the core including density, seismic wave velocity and electrical 

(and thermal) conductivity (e.g., [Shibazaki et al., 2012]).  

Although currently no constraints are available for the water (and other volatile 

elements) concentration in the core, it is likely that the core has less than the solubility limits 

of these volatile elements. This is because the volatile solubility increases with pressure, and 

the core-mantle equilibrium during core formation is likely established at the pressure lower 

than the current core-mantle boundary pressure (e.g., [Karato and Murthy, 1997; Rubie et al., 

2007]). This means that even if the core could contain a large amount of volatiles (e.g., water; 

Fig. 7), it likely serves as a sink for the mantle water rather than the source for the mantle 

water as far as the degree of under-saturation is larger in the core than in the mantle.  

 

6. Evolution of the ocean and the atmosphere 

6.1 Observational constraints 

Vigorous degassing during the late stage of planetary accretion is a natural 

consequence of the oligarchic growth of planets. This suggests the formation of the 
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atmosphere and the ocean on a terrestrial planet in the early stage of its evolution (the late 

stage of planetary accretion). There are a number of observations supporting this view. For 

example, [Y Hamano and Ozima, 1978] used the 40Ar / 36Ar  to suggest massive degassing in 

the early history of Earth8. Using the similar observations, [Sarda et al., 1985] estimated the 

effective time of atmosphere formation of ~4.4 Gyrs before present. [Allègre et al., 

1986/1987] also reported geochemical evidence (absence of the anomalies in 129Xe) 

suggesting that the source regions of ocean-island-basalt (OIB) (presumably the deep mantle) 

was not as much degassed as the source region of MORB (the asthenosphere) in the early 

stage of Earth evolution.  

As to the ocean, using the evidence of low-temperature (~1,000 K) crystallization of 

~4.3 Gyrs old zircon, [Watson and Harrison, 2005] presented evidence for the presence of the 

surface ocean in the very early stage of Earth evolution. Similarly, based on the oxygen 

isotope observation of ~4.3 Gyrs old zircon, [Mojzsis et al., 2001] presented more indirect 

inference to reach the same conclusion. Considering the time scale of cooling of hot proto-

atmosphere of ~1 Myrs [Sleep, 2001] and the life-time of the magma-ocean of ~10-100 Myrs 

(e.g., [Abe, 1997; Solomatov, 2009]), such a short timing for the appearance of the surface 

ocean is not surprising although the spatial extent of an early ocean is unknown. 

After the formation of the primitive atmosphere and ocean in less than the first a few 

100 millions of years, a slow evolution of both the atmosphere and the ocean followed for 

several billions of years. Based on the inferred rate of chemical reactions between volatiles 

and rocks, [Rubey, 1951] presented a strong case that the ocean and atmosphere of Earth must 

have been formed through the processes involving long-term degassing from the solid Earth 
	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
8 The primordial gas does not have much 40Ar, and the most of 40Ar comes from the radioactive decay of 40K in 
Earth’s interior. Therefore the abundance of 40Ar (relative to 36Ar) provides a measure of degassing from Earth’s 
interior. 
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and hence the ocean mass is maintained by the dynamic balance of these processes. There is a 

range of observations to suggest the change in the chemistry of both the atmosphere and the 

ocean during this period (e.g., [Berner, 1994; Holland, 2003; Holland et al., 1986; Kasting, 

1993]) implying the presence of active chemical reactions between the atmosphere-ocean and 

the solid Earth.  

If extensive chemical reactions occur between the atmosphere-ocean and the solid 

Earth during this period, how did the mass of the ocean and atmosphere change? There are no 

well-established methods to estimate the history of the atmospheric mass directly9. [Som et 

al., 2012] used the size of raindrop imprints to infer the air pressure at the end of the Archean 

period (~2.7 Gyrs ago) to conclude that the air pressure on the Earth’s surface, i.e., the 

atmospheric mass, at ~2.7 Gyrs ago, was not much larger (less than a factor of two difference) 

than it is today. The D/H ratio also provides some clue as to the extent of atmosphere loss 

because H is preferentially removed from the atmosphere than D due to a large difference in 

mass. For instance the observed much higher D/H for the atmosphere of Venus is considered 

to be the evidence for a large degree of hydrogen loss [Donahue et al., 1982; Grinspoon, 

1987; Kasting and Pollack, 1983]. 

 We have better constraints on the history of the ocean mass. History of the ocean mass 

could be inferred from the height of the continental shoreline (“continental freeboard”).  If the 

area of continent and ocean remain the same and if the average age of the ocean is also 

constant, then by measuring the height of the shoreline, one can infer the volume (mass) of the 

ocean. However, the validity of both of these assumptions is unclear, and in fact, some authors 

used the observed variation of continental freeboard to infer the growth rate of continents 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
9 40Ar/36Ar ratio provides indirect evidence for the evolution of the atmosphere. 
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using a model of variation of average age of the ocean with time and assuming the ocean mass 

remained constant (e.g., [Reymer and Schubert, 1984]).  

To understand the reasons for the different conclusions from the same observations 

(sea-level changes), let us first write an equation among the ocean mass, the relative sea-level 

and the fraction of continents (Fig. 27)10,  

 

h t( ) + X t( )− z t( )⎡⎣ ⎤⎦ 1− f t( )[ ]⋅S =V t( )     (17) 

 

where h t( )  is the sea level at the continental margin (continental “freeboard”), X t( )  is the 

dynamic topography of the continent (topography change of the continent caused by the 

convection current beneath (positive upward)), z t( )  is the average depth of the ocean that 

depends on the average age of the oceanic mantle, f t( )  is the fraction of the surface covered 

by the continents, S  is the surface area of Earth, and V t( )  is the volume of the ocean. I 

assume that the temperature variation occurs only in the shallow mantle and therefore the 

surface area S remains approximately constant. Equation (17) contains five variables 

( h t( ), X t( ), f t( ), z t( ),V t( ) ), and hence if one were to infer the ocean mass history, V t( ) , 

from one observation, h t( ) , one needs to know the history of the continental area, f t( ) , the 

history of the mean ocean depth, z t( )  and the dynamic topography, X t( ) . 

The continental growth curve, f t( ) , is controversial but most models suggest that the 

variation in f t( )  is less than ~30% during the whole Proterozoic period (~2.5 Gyrs to ~600 

Myrs before present; e.g., [Reymer and Schubert, 1984; Stein and Ben-Avraham, 2007]). If 
	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
10 The sea-level equation must include the influence of the ice sheet melting. However, the time-scale of climate 
change (ice-age) is much shorter (~1 Myrs) than the time-scale of ocean volume change that we consider here, so 
the influence of ice sheet melting is averaged out in this equation except for the period of snow-ball Earth. 
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one focuses on the Phanerozoic period (~ 600 Myrs ago to present) where reliable 

observations on the sea-level, h t( ) , are available, the change in f t( )  and its uncertainties are 

less than 10%, and hence the influence of this term on the ocean volume is less than ~3 %. 

The change in the mean ocean depth, z t( ) , could be calculated from the decay of heating by 

radioactivity using the boundary layer theory of internally heated fluid (e.g., [Turcotte and 

Schubert, 1982]). For the last ~1 Gyrs, heating rate changed ~15 % which translates to a 

change in z t( )  of ~4 %. [Sleep, 1992] suggested even a smaller change in the plate velocity 

with time. However, the short-term fluctuation in the average age of the ocean floor and hence 

z t( )  can be larger (e.g., [Richards et al., 2000])11. In fact, the observed sea-level variations 

do show large short-term fluctuations (Fig. 28; e.g., [Eriksson et al., 2006; Galer and Mezger, 

1998; Hallam, 1992; Parai and Mukhopadhyay, 2012; Wise, 1974]). In terms of the absolute 

rate of sea-level changes, the short-term sea-level change rate is up to ~10 times larger than 

the long-term sea-level change rate (~10% variation in ~1 Gyrs, ~10 % variation in ~100 

Myrs). The influence of dynamic topography on the sea-level can be large (several 100ms) but 

is sensitive to the viscosity-depth structure and will be discussed later. 

 The inferred long-term stability of the ocean mass on Earth (near constant ocean mass 

for ~1 Gyrs or more) is critical for the evolution of life (e.g., [Langmuir and Broecker, 2012]). 

However, considering potential causes to destabilize the ocean mass including the climate 

change and the changes in the degassing and/or regassing rates associated with the changes in 

plate velocities or the distribution of the continents, the inferred stability of ocean mass is 

remarkable and requires some explanation. In the following I will review our current 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
11 In addition to the change in average sea-level (eustatic sea-level change), the local effects near the continental 
margins such as the dynamic topography associated with subduction will also contribute to the observed sea-
level changes (e.g., [Gurnis, 1993]). 



	
   66	
  

understanding of the long-term stability of ocean mass from two aspects: (i) the stability of 

atmosphere mass (and temperature), and (ii) the stability of ocean mass through the ocean-

solid Earth interactions. However, since the stability of atmosphere including hydrogen loss 

from the atmosphere and the conditions for the stable climate has been discussed extensively 

(e.g., [Abe et al., 2011; Hunten and Donahue, 1976; Hunten et al., 1989; Kasting, 1989; 

Kasting and Catling, 2003; Kasting et al., 1993]), I will make only a brief summary on it, and 

focus on the second issue that has not been discussed in detail. 

 

6.2 Stability of the atmosphere and the hydrogen (water) loss from the atmosphere 

For the ocean to be present for billions of years, the clement atmosphere must exist for 

a long time that allows the escape of water (hydrogen) from the atmosphere to be small. For 

this, a key is the concentration of greenhouse gases such as carbon dioxide and water vapor. 

Emphasizing the role of carbon dioxide, [Walker et al., 1981] proposed that the interaction 

between the atmosphere and the solid Earth through the formation of carbonates may stabilize 

the climate: if the concentration of carbon dioxide is high in the atmosphere then temperature 

will increase leading to the increased rate of reaction to form carbonate that in turn will reduce 

the concentration of carbon dioxide in the atmosphere. Conversely, if much of the 

atmospheric carbon dioxide is stored in carbonate (low carbon dioxide in the atmosphere), and 

if subduction occurs by plate tectonics, then a large amount of subducted carbonate will 

increase the outgassing from the magma to increase the amount of atmospheric carbon 

dioxide. Such a negative feedback will stabilize the atmospheric concentration of carbon 

dioxide and hence the atmospheric temperature (climate). Other factors such as albedo 

(reflectivity) and the fraction of continents that affects near surface water content also control 
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the stability of atmosphere temperatures (e.g., [Abe et al., 2011; Kasting et al., 1993]). [Abe et 

al., 2011] found that for a reasonable range of solar radiation, conditions favoring the 

presence of oceans could last ~10 Gyrs or more. 

Important conclusions from these studies are (i) there are some conditions under which 

atmosphere with modest temperature to support the surface oceans exists for more than ~10 

Gyrs, but (ii) under other conditions, substantial atmospheric (or hydrogen) escape occurs. 

When significant but selective atmospheric loss occurs, there will be an isotopic signature 

[Hunten et al., 1989; Pepin, 1997; Robert et al., 2003]. In particular, the change in D/H ratio 

will be large when effective atmosphere loss occurs because hydrogen (H) is easier to escape 

than deuterium (D) because of the large difference in the mass [Robert et al., 2003]. In the 

following, I will assume that the conditions of stable presence of atmosphere of modest 

temperature for the liquid water to exist is met, and ask how the fluctuations in degassing 

and/or regassing rates could affect the ocean mass. 

6.3 Evolution of the ocean mass: models of global water (volatile) circulation 

Under the assumption that the water loss from the atmosphere is negligible, the total 

amount of water in the ocean and the Earth’s interior (mantle) is fixed. Then the evolution of 

the ocean mass is the history of exchange of water between ocean and the solid Earth 

(mantle), viz., 

 

Xtotal = Xmantle + Xocean (=constant)     (18) 

 

and 
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dXocean
dt = Γ D −Γ R ≡ F Xocean( )      (19) 

 

where Xocean  is the ocean mass, Xmantle  is the water mass in the mantle ( Xtotal : total water 

mass), ΓD  is the rate of water transport from the mantle to the ocean (degassing rate), and 

Γ R  is the rate of water transport from the ocean to the mantle (regassing rate).  

Fig. 29 illustrates the processes of degassing and regassing. Degassing is caused by 

partial melting near the surface and most of volatiles in the mantle rocks are removed to the 

molten rock (basalt). When basaltic rocks cool down, most of the volatiles will go to the 

ocean or to the atmosphere. One uncertainty is the fraction of volatiles in basalt that goes to 

the ocean (and atmosphere). Some of the volatiles will remain in the deep oceanic crust 

(gabbro).  

Regassing involves more complicated processes than degassing. The regassing occurs at 

trenches where hydrated oceanic lithosphere carries water (and other volatiles) into the Earth’s 

interior by subduction. The rate of regassing is therefore dependent on the degree of hydration of 

the oceanic lithosphere and the degree to which hydrated materials survive dehydration by 

heating after subduction. The degree of hydration of the oceanic lithosphere is controversial. 

Hydration caused by the hydrothermal activities near mid-ocean ridges is down to ~ 5 km (e.g., 

[Lowell et al., 1995]). In addition to near-ridge hydration, evidence of deep (to ~ 20 km) 

hydration by cracking near trenches is reported [Faccenda et al., 2009; Garth and Rietbrock, 

2014; Ranero et al., 2003; Van Avendonk et al., 2011] although such processes may not be 

global. When volatiles subduct deep into the mantle, heating will dehydrate them, and only a 

fraction of volatiles goes into the deep mantle. However, the degree to which dehydration occurs 

depends on several parameters including (i) the temperature distribution near the slab/mantle 
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interface that depends on a number of parameters including the age of subducting lithosphere and 

the degree of mechanical coupling between the slab and the wedge mantle (e.g., [Rüpke et al., 

2004; van Keken et al., 2011]) and (ii) the depth of hydration. Both of which likely depend on 

various tectonic setting and are expected to vary from one region to another. 

Both degassing and regassing rates are proportional to the rate at which materials 

circulate in the Earth’s mantle. Therefore these models must be combined with a model of 

evolution of mantle convection (thermal history). In thermal history modeling, the interplay 

between temperature (and water content) dependent rheological properties and cooling plays 

an important role.  

There have been several studies to investigate the history of the ocean mass through 

these approaches (e.g., [Crowley et al., 2011; Franck and Bounama, 2001; Korenaga, 2011; 

McGovern and Schubert, 1989; Rüpke et al., 2006; Wallmann, 2001]). In most of these 

studies, one develops some models for the degassing and regassing rates (ΓD , ΓR ), and 

integrates equation (19) together with the thermal evolution equation.  

The ocean mass evolution depends essentially on ΓD − ΓR  and the results of such 

modeling depend entirely on this value. Therefore subtle variations in either the degassing or 

the regassing rate (or both) could change the results of such a model drastically. Because a 

large number of parameters and assumptions are involved in these models, results of these 

models must be compared with observations carefully. However, the interpretation of 

observations is not straightforward. In the following I will discuss some of the key issues in 

the study of evolution of the ocean mass. 

 Most models show initially high degassing rate, ~1013 kg/y, that decreases with time as 

a result of secular cooling (Fig. 30a,b). This fast initial degassing rate implies that one ocean 
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mass could have been created in ~100 Myrs by degassing from the interior (in addition to 

water from the condensation of the moist proto-atmosphere [Abe and Matsui, 1985] and/or 

from the solidification of the water-bearing magma ocean [L T Elkins-Tanton, 2008; K 

Hamano et al., 2013]). One of the large differences among different models is the treatment of 

the regassing rate. In some models, the dependence of regassing rate on the (average) slab age 

is not included and the regassing rate and the mantle water content change with time 

monotonically (e.g., [Franck and Bounama, 2001; McGovern and Schubert, 1989], Fig. 30a; 

[Crowley et al., 2011], Fig. 30c). In contrast, [Rüpke et al., 2006] included the high sensitivity 

of the regassing rate on the (average) slab age (temperature) in their model and found that 

substantial regassing starts only in the later stage of Earth history where cold slabs subduct, 

leading to non-monotonic variation of mantle water content with time (Fig. 30b). The large 

influence of regassing parameter on the history of the ocean mass was also shown by [Franck 

and Bounama, 2001] (Fig. 30d).  

A common approach in these studies is to identify a range of parameter set that 

explains the “observed” long-term (~ 1 Gyrs) ocean mass evolution (water circulation 

between the ocean and the mantle). Therefore the “stability” of the ocean mass is a part of the 

assumptions in these models, and the cause for the stability was never considered. However, 

the choice (or the interpretation) of “observational constraints” is not trivial. The issues on the 

estimated mantle water content are discussed in Section 4. [Rüpke et al., 2006] chose a small 

water content in the mantle (~30 % ocean mass) consistent with a model by [Dixon et al., 

2002], but [Franck and Bounama, 2001] chose a higher water content (~three times ocean 

mass) based on the discussion by [Ringwood, 1975]. As I discussed in Section 4, both 
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geochemical and geophysical observations favor a high water content in the mantle (~three 

times ocean mass or higher). 

Perhaps more important is the interpretation of the short-term variations of the sea-

level. Given the high sensitivity of the ocean mass evolution to the regassing rate, and given 

the sensitivity of regassing rate on a number of variables (processes), one may expect a large 

fluctuation in the ocean mass. Indeed, the reported sea-level (continental freeboard) history 

shows very large short-term (~100 Myrs) variations (Fig. 28). In most of previous studies, 

however, the reported short-term sea-level variations were attributed to some “tectonic” 

effects (effects due to z t( ), X t( )  in equation (17)) and they considered that the ocean mass 

did not change appreciably. For instance, [Gurnis, 1993; Worsley et al., 1984] noted a good 

correlation between the distribution of continents and the sea-level versus time curve and 

argued that the observed fluctuation of the sea-level is largely due to the influence of the 

change in the distribution of continents. In more detail, [Gurnis, 1993] noted that the dynamic 

topography near subduction zones plays an important role in the observed sea-level changes 

and could explain the observed sea-level variation assuming that the viscosity-depth profile in 

these regions is the same as other regions. However, [Billen and Gurnis, 2001] showed that 

the low viscosity-depth structure of the upper mantle in these regions substantially reduces the 

amplitude of dynamic topography. I conclude that if low viscosity in these regions is included, 

then it will be difficult to explain the observed large sea-level variation by the dynamic 

topography. It is likely that at least a part of these short-term sea-level fluctuations is caused 

by the change in the ocean mass. 

Considering these uncertainties, it is worthwhile to discuss some possible mechanisms 

to “stabilize” the ocean mass physically. Emphasizing the role of regassing on the ocean mass, 
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[Kasting and Holm, 1992] proposed that the ocean mass may be stabilized due to the 

influence of ocean mass (pressure at the bottom of the ocean) on the degree of hydration near 

the mid-ocean ridges. Hydration of the oceanic lithosphere occurs mostly by the hydrothermal 

circulation near mid-oceanic ridges (e.g., [Lister, 1980]) and the degree to which hydration 

occurs is sensitive to the properties of aqueous fluids. [Kasting and Holm, 1992] noted that the 

pressure and temperature of hydrothermal fluids at the present time are close to the critical 

conditions of water where water can carry unusually high amount of heat. Consequently, the 

depth extent to which hydrothermal circulation penetrates is largest under the current 

conditions, leading to a negative feedback when the ocean depth is below the current value. 

However if the ocean mass exceeds the current level, the ocean mass would increase, and will 

not be stabilized. In addition, even if the degree of hydration is controlled by this mechanism, 

the regassing rate also depends on the near surface temperature of subducting plate where 

substantial dehydration occurs. Therefore even if the degree of hydration is stabilized, a large 

fluctuation in the degree of dehydration will cause the large fluctuation in the regassing rate. 

Alternatively, the ocean mass might be regulated by the negative feedback between ocean 

mass and the degassing efficiency. The degassing efficiency depends on the pressure at which 

degassing occurs from the erupted magma. When the ocean mass increases, then pressure 

increases leading to less efficient degassing that causes the decrease in the ocean mass and 

vice versa. 

 One of the major limitations of most previous models of global water circulation is the 

assumption that the mantle acts as a single reservoir (Fig. 31a). In such a case, the reaction of 

the mantle to a change in regassing rate is direct. In contrast, when there are internal processes 

to re-distribute water, then the reaction of the mantle to the variation in the regassing rate is 
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indirect and under some cases, reduces the sensitivity of the mantle water content to the 

change in the regassing rate. One example is the role of mid-mantle partial melting (Fig. 31b). 

Partial melting buffers the water content in the residual mantle (see Fig. 12) and hence the 

sensitivity of the mantle water content to the fluctuation in the regassing rate. The 

observational support for mid-mantle partial melting and its consequence on the global water 

circulation were discussed by [Karato, 2011]. Water-promoted melting could occur also 

below the “660-km” discontinuity in or near the subduction zone. Partial melting below “660-

km” is expected to be limited to near subduction zone. Seismological tests of the presence of 

partial melting below the “660-km” is limited (e.g., [Schmandt et al., 2011]) compared to a 

layer above the “410-km” discontinuity (e.g., [Bagley et al., 2009; Coutier and Revenaugh, 

2007; Tauzin et al., 2010]). Internal processes such as mid-mantle partial melting is a 

consequence of the presence of a peak in water solubility in the mid-mantle as shown in Fig. 

7. If indeed such internal processes as deep partial melting were essential for the long-term 

presence of the surface ocean, it would imply that the planetary size would need to be large 

enough to cause such partial melting (pressure in the mantle needs to exceed ~15 GPa). 

Numerical modeling combined with some observational constraints will be helpful to 

understand these potentially important processes. 

 

7. Origin of volatiles on Earth and other terrestrial planets 

 Where did volatile elements (such as H) on Earth and other terrestrial planets come 

from? Are the volatile elements acquired by Earth are mostly from materials in or close to the 

current Earth orbit (1 AU from the Sun)? Or was there substantial mixing of materials during 
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planetary formation such that Earth acquired its volatiles mostly from materials away from its 

current orbit? 

The isotopic compositions provide important constraints on the origin of volatiles. Fig 

32 summarizes isotopic compositions of two light elements (H and N; from [Marty, 2012; 

Saal et al., 2013]). It is seen that comets, meteorites and terrestrial planetary bodies (Earth, the 

Moon and Mars) have isotopic compositions distinct from the solar composition and each 

terrestrial body has different isotopic compositions. This indicates that terrestrial bodies 

acquired these light elements whose isotopic compositions were modified from the solar 

values after the formation of the Sun. Small but clear differences in the isotopic composition 

between Mars (1.5 AU) and Earth (1 AU) are noted (see also [Pahlevan and Stevenson, 

2007]) suggesting that the isotopic ratios of these elements strongly depend on the location of 

these bodies in the Solar System. 

From such a plot it is clear that most comet-like materials cannot be a major source of 

volatiles for the terrestrial planets12. Isotopic signatures of volatile elements of Earth and other 

terrestrial planets are close to those of carbonaceous chondrites. However, both [Drake and 

Righter, 2002] and [Marty, 2012] concluded that the contribution from carbonaceous 

chondrite should be less than ~2 % otherwise some other geochemical observations cannot be 

explained (e.g., Os isotopic ratios). Currently, materials similar to carbonaceous chondrites 

are identified in the outer region of the asteroid belt (~2.5-4.5 AU) [Gradie and Tedesco, 

1982]. Carbonaceous chondrite-like materials could provide volatiles to Earth if substantial 

mixing (due to orbital scattering) occurred in the later stage of planetary formation (~100 

Myrs after the formation of the Sun) (e.g., [Albaréde, 2009; Morbidelli et al., 2000]). 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
12 [Halliday, 2013], however, argued that a contribution from comet-like materials is needed to explain some 
heavy rare gas (e.g., Kr) observations. 
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However, [Wood et al., 2010; Wood and Halliday, 2010] presented discussions against the 

late acquisition of volatiles based on the abundance of siderophile (iron-loving) element 

abundance pattern and on the different interpretation of the lead isotope data. 

I conclude that volatile-rich carbonaceous chondrite-type materials are good candidate 

from which terrestrial planets acquired volatile elements but that the geochemical 

observations summarized above do not require carbonaceous chondrite-type materials as a 

source for volatiles. And in fact, there is some geochemical observations suggesting that 

volatiles were acquired in the early stage of planetary accretion where extensive mixing 

caused by large orbital scattering is unlikely. Most ordinary chondrites have enough (~0.1 

wt%) water (and other volatiles) to make a planet like Earth with ocean and other volatiles. 

Based on the Os isotope observations, [Drake, 2005] argued against the “late veneer” origin 

of volatiles, and proposed a possible mechanism to acquire a small amount of volatiles within 

the snow line through the surface adsorption. By the same token, [Marty, 2012] showed the 

presence of the “solar component” in Earth’s mantle suggesting that a small amount of the 

solar gas was trapped in the building block of Earth. But he also discussed that the volatile 

(including the rare gas) composition suggest that the volatiles in the terrestrial bodies are 

made of a mixture of the solar component and the chondritic component. 

 

8. Summary and outlook 

 In this article, I have reviewed the current understanding of the role of water (and 

other volatile elements) in the evolution of Earth and other terrestrial planets including the 

processes of planetary formation and the long-term evolution through global volatile 

circulation. Studies in such an area require an integration of methodologies and observations 
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in the vast areas such as astronomy, planetary science, geophysics, geochemistry and 

materials science (mineral physics). There have been major progress in these areas including 

(i) the improved understanding of properties of volatile elements under a broad planetary 

conditions, (ii) the improved observations to shed some insights into the behavior of volatiles 

in the planetary environment, and (iii) the development of models where the results of these 

areas are integrated. However, much needs to be done to answer our major question of why is 

Earth so unique in having a modest amount of water on its surface for geologically long time 

(billions of years), but not on other terrestrial planets. Let me list some issues that deserve 

further investigation: 

(1) Volatiles in planetary formation 

Spectroscopic observations on volatiles on planetary nebulae will help obtain some 

ideas about the distribution of volatiles in the planetary nebulae under a variety of conditions 

(e.g., [Hrivnak et al., 2000; Miranda et al., 2001]). 

Previous condensation modeling ignored much of the chemical reactions including 

volatile elements. Improved modeling based on the experimental data on the equilibrium and 

kinetic properties (kinetics of chemical reactions) of volatile-bearing materials will be useful. 

(2) Water distribution in the deep Earth 

Water distribution in Earth has been inferred only for the shallow mantle (upper 

mantle and transition zone). It is important to infer the water content in the lower mantle and 

in the core. To do this, experimental studies need to be made to determine the behavior of 

water (hydrogen) under these conditions, and one must identify and develop methods of 

remote sensing to infer the water content in these regions. 

(3) Volatile distribution in other terrestrial planets 
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Volatile (water) distribution in Earth (and the Moon) has been inferred using electrical 

conductivity and tidal dissipation. These properties can be inferred for other planets using 

remote sensing. It will be important to infer water content (distribution) in Mars, Mercury and 

Venus using these techniques. 

(4) Modeling volatile circulation and evolution 

Only a simplified version of global volatile circulation has been used in most previous 

studies where mantle is treated as a single unit. Recent geophysical and geochemical studies 

summarized here suggest that Earth’s mantle has more complex chemical structure including 

a layered structure. The nature of water (volatiles) circulation is quite different between a 

homogeneous mantle model and a layered mantle model. Much effort needs to be focused on 

modeling in such a realistic system in combination with the improved observations. 

Particularly important observational constraints include (i) the history of the ocean mass (as 

discussed in this article) and (ii) the history of the water content in the mantle that might be 

inferred from the isotopic analysis of ancient MORB. 
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Table 1. Various processes in planetary evolution that may control the volatile budget 

 

 

 Processes Questions 

Condensation • heating by gravitational 
collapse + radiation from the 
star 
• cooling of the proto-
planetary nebula 
• condensation 
• transport of condensed 
matter 

• Where is the “snow line” (how does it 
depend on the properties of the star and the 
nebula)? 
• Do condensed matters 
(“planetesimals”) acquire enough volatiles 
within the snow line to make a “wet” planet 
like Earth? 

Collisions 
 

• degassing by collisions 
• orbital scattering 

• How much heating by collisions? 
• What is the extent of orbital scattering 
and when? 

Magma-ocean • melting 
• solidification 
• magma-ocean-
atmosphere interaction 

• How does a magma-ocean interact with 
the (proto-) atmosphere? 
• To what extent is a planet chemically 
stratified by the solidification of a magma-
ocean? 

Core formation • small-scale 
(equilibrium) separation 
• large-scale (non-
equilibrium) separation 

• How much volatiles did the core 
acquire during the core formation? 
• How can we infer the hydrogen content 
in the core? 
 

Long-term 
evolution 

• mantle convection 
(phase transformations) 
• core cooling 
• degassing (volcanism), 
regassing (subduction) 
• atmospheric escape 

• How are volatile elements distributed 
in Earth and other terrestrial planets? 
• When was the ocean formed? 
• How has the ocean mass changed with 
time? 
• How does the regassing (degassing) 
rate change with time? 
• What is the nature of feedback between 
mantle convection and mantle (and surface) 
volatiles? 
• Are there internal processes in the 
mantle (and core) to regulate the ocean mass? 
• How much is the atmospheric escape 
(how do we explain D/H of different planetary 
bodies)? 
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Table 2 Geochemical estimates of volatile contents*  

(a) Water contents in various regions of Earth’s mantle inferred from basalts (after [Dixon et 

al., 2002]) 

 depleted mantle** 

(ppm wt) 

FOZO** 

(ppm wt) 

EM** 

(ppm wt) 

H2O 100 750 <400 
 

 (b) A comparison of volatile content of Earth’s interior compared to other objects in the Solar 

System (after [Marty, 2012]) 

 Solar 

(mol/g) 

carbonaceous 
chondrite 
(mol/g) 

depleted 
mantle 
(mol/g) 

depleted 
mantle 
(ppm wt) 

bulk Earth 
(mol/g) 

bulk Earth 
(ppm wt) 

12C 
14N 

H2O 
36Ar 

8.6x10-11 

1.8x10-11 

1.2x10-10 

6.3x10-13 

2.9x10-3 

1.1x10-4 

6.6x10-3 

3.5x10-11 

1.7x10-6 

6.4x10-9 

8.3x10-6 

2.7x10-15 

14 

0.12 

110 

10-7 

6.4x10-5 

9.0x10-8 

2.0x10-4 

7.8x10-14 

530 

1.7 

2700 

3x10-6 

 

*: uncertainties are typically ~50 %. 

**: “Depleted mantle” is the upper mantle (source region of mid-ocean ridge basalt (MORB)) 

that is depleted with volatiles. FOZO is a common component of the source regions of ocean-

island basalt (OIB). These regions are likely located in the deep mantle. EM is an “enriched 

mantle” that is a source region of some of the OIB with large concentrations of various 

incompatible elements. 
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Table 3 Time scale of various planetary processes 

 
process time scale (Myrs) 

Nebular collapse, cooling ~10-4-10-3  
T-Tauri stage (Hayashi phase) ~10-2-1 
Planetary formation ~10-102 
Planetary evolution ~103-104 
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Table 4 Inferred degassing and regassing rate (global integrated values)* 
 
 
 values references 
Degassing rate** 1.5x1011 kg/y data complied by Parai and 

Mukhpopadyay (2012) 
 
 

Regassing rate*** 0.7x1012 kg/y 
1.1x1012 kg/y 
1.3x1012 kg/y 
(0.9-1.8)x1012 kg/y 
(2.0-2.9)x1012 kg/y 

Jarrard (2003) 
van Keken et al. (2011) 
Hacker (2008) 
Rüpke et al. (2004) 
Schmid and Poli (1998) 

   
 
 
 
*: The estimated values correspond to near recent processes. Degassing rate is likely much 
faster in the early stage of Earth (see Fig. 31). The current ocean mass is 1.4x1021 kg. If this 
much of water were to be transported in 1 Gyrs, the rate of transportation would be 1.4x1012 
kg/y. With the inferred degassing rate in the early stage of Earth evolution (~1013 kg/y), one 
ocean mass could have been produced in ~100 Myrs. 
**: The rate of transportation of water containing materials to the volcanic regions (e.g., mid-
ocean ridges) is well constrained (with the uncertainties of ~50 %). In some studies, all of 
water in these rocks is assumed to degass (e.g., [Franck and Bounama, 2001; McGovern and 
Schubert, 1989; Parai and Mukhopadhyay, 2012]) whereas in other studies, only a fraction of 
its is considered to degass (e.g., [Rüpke et al., 2006]) 
***: Among various estimates of regassing rate, [Jarrard, 2003] provides the lowest while 
[Schmidt and Poli, 1998] shows the highest rate. [Jarrard, 2003] considered only the 
sediments and the oceanic crust whereas [Schmidt and Poli, 1998] considered the deep 
oceanic crust and the upper mantle as well including the dense hydrous phases such as phase 
A. A wide variation in the estimated regassing rate is partly caused by the assumed 
mineralogy.  
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Figure captions 
 
Fig. 1 (a)  Cosmic abundance of elements (from [Lauretta, 2011]) 

(b) Abundance of element in carbonaceous chondrite (from [Lauretta, 2011]) 
 

Cosmic abundance reflects processes of element synthesis, while abundance of 
elements in carbonaceous chondrite shows systematic depletion in volatile elements 
(elements with low condensation temperature) 

 
Fig. 2 A schematic diagram of possible process controlling the volatile distribution in planets 
 
Fig. 3 A schematic gas-liquid-solid phase diagram 
 
 Gas ßà solid transitions are usually studied in cosmochemistry. 
 Solid ßà liquid transitions are usually studied in geochemistry. 

Gas ßà liquid transitions are not studied extensively, but will play an important role 
in a relatively high-pressure environment. 
Above certain pressure, gas and liquid states become indistinguishable. This condition 
is refereed to as the critical point. This region is not included in this figure because the 
focus is condensation that occurs at relatively low pressures. 

 
Fig. 4 Condensation of various elements (after [Grossman and Larimer, 1974]) 
 

A given element starts to condense at a certain temperature and the fraction of 
condensed material increases rapidly with decreasing the temperature. “Condensation 
temperature” is often defined as a temperature at which 50 % of the element is 
condensed. 

 
Fig. 5  (a) Stability of serpentine (after [Ulmer and Trommsdorff, 1995]) 
  (b) Stability field of magnesite (after [Fiquet et al., 2002]) 
 
Fig. 6 Atomistic models of dissolution of hydrogen and carbon (after [Karato, 2008a]) 
 

(a), (b) models of hydrogen dissolution in silicate minerals 
(c) a model of carbon dissolution in silicate mineral 
(d) models of dissolution of water in silicate melt (silicate melts could dissolve water 
either as OH or as H2O) 

 
Fig. 7  Solubility of water (hydrogen) in Earth’s interior 
 

Water (hydrogen) solubility in minerals changes with depth due to the change in 
pressure and temperature as well as to the phase transformations. The water solubility 
has a peak in the mantle transition zone (~2-3 wt%). The water solubility in the lower 
mantle minerals is not well constrained. The hydrogen solubility in the core is large. 
The actual upper limit of hydrogen (water) in minerals can be lower than the solubility 
if water-bearing phase is not pure water vapor (e.g., a silicate melt). In such a case, the 
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water fugacity in the system is less than the maximum water fugacity of pure water, 
and the amount of water (hydrogen) that can be present in minerals is smaller. The 
amount of water (hydrogen) in minerals in these cases is the actual limit of water 
(hydrogen) content and is often referred to the “water storage capacity”. The water 
storage capacity is not only the property of a mineral itself but it also depends on the 
bulk composition of the system. 

 
Fig. 8 Diffusion coefficients of various elements in olivine ((Mg,Fe)2SiO4, Fe/(Fe+Mg)~0.1) 

and clinopyroxene (diopside, (CaMgSi2O6)) at room pressure or P~1 GPa 
  
 Data :  olivine [Baxter, 2010; Chakraborty, 2010; Farver, 2010] 

diopside  [Baxter, 2010; Cherniak and Dimanov, 2010; Farver, 2010] 
 

Results are applicable to shallow regions of Earth (and other planets, P<2-3 GPa). 
Diffusion coefficients in a mineral depends strongly on diffusing species, and 
therefore the degree to which chemical equilibrium is attained during melting (melt 
segregation) depends on species. 
Most of “trace elements” in the upper mantle reside in diopside, and therefore the 
diffusion coefficients in diopside control the mode of melt segregation. Hydrogen re-
distribution upon partial melting is likely controlled by diffusion in olivine (and 
 orthopyroxene). 

 
 
Fig. 9 Diffusion distance of various elements in olivine and clinopyroxene (diopside) 
 

T: temperature, Tm: melting temperature 
T/Tm=0.7 is a typical mantle condition. 
Diffusion distance of hydrogen is plotted as a function of time. In most cases, 
diffusion distance is small compared to global structures (~100-1000 km), and any 
heterogeneity or layering in composition at the global scale implies large-scale 
material segregation. Diffusion of H at the core-mantle-boundary might be an 
exception. If pressure effects on hydrogen diffusion are small, the diffusion distance of 
H will be large (~100 km or more) at the core-mantle-boundary and substantial 
penetration of hydrogen from the core might occur. 

 
Fig. 10 Mode of melt-solid separation 
 

Mode of melting can be classified into batch (equilibrium) melting and fractional (dis-
equilibrium) melting. Either batch melting or fractional melting occurs is largely 
controlled by a non-dimensional parameter ψ  that is a ratio of time scale of diffusion 
and melt migration through a solid column. If   ψ 1 , then the batch melting occurs, 
otherwise fractional melting occurs. Because this parameter depends strongly on the 
diffusion coefficients, and diffusion coefficients vary largely among different species, 
mode of melting is likely different among different atomic species. Grain-size is 5 
mm, velocity of solid material is 5 cm/y, and the thickness of partially molten layer is 
50 km. 
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Fig. 11 The influence of water on the melting relationship in Mg2SiO4 [Inoue, 1994]  
 
Fig. 12  A schematic phase diagram showing volatile-assisted melting 
 

Above the eutectic temperature ( Te ), partial melting will occur, if the volatile 
concentration exceeds the volatile concentration at the solidus. The volatile 
concentration at the solidus depends on the volatile solubility in the solid. The amount 
of melt produced by the help of a volatile is determined by the volatile concentration. 
When a material will move upward below near the surface, the solidus decreases 

 
Fig. 13 Influence of water on the creep strength of olivine (a) in the dislocation creep regime, 

(b) diffusion creep regime (after [Karato and Jung, 2003; Mei and Kohlstedt, 2000a; 
b] and [Karato and Jung, 2003]) 

 
In [Mei and Kohlstedt, 2000a; b]’s study, experiments were made under water-
saturated conditions at low pressures (P<0.45 GPa). Enhancement of deformation with 
increase of pressure was observed and it was interpreted as a result of increased water 
fugacity. However, the influence of water fugacity and the intrinsic effect of pressure 
were not separated and the key parameters characterizing the water effects were 
unconstrained (note that the activation volume, V*, that characterizes the pressure 
effect remained an arbitrary parameter in their paper). [Karato and Jung, 2003] 
conducted deformation experiments at higher pressures (to 2 GPa), and were able to 
determined the two key parameters (water fugacity exponent (r) and the activation 
volume (V*)) for dislocation creep separately. It is necessary to constrain both of these 
parameters in order to extrapolate these results to the deep upper mantle (deeper than 
~30 km) where the influence of water is potentially important (see also [Karato, 
2010b]). 

 
 
Fig. 14  Influence of water on seismic wave velocities at high frequencies 
 

Cw is water content. Addition of water (hydrogen) reduces seismic wave velocities. 
However, for plausible water content in Earth’s mantle (<0.1 wt %), its influence is 
small compared to that of major element chemistry and temperature. The influence of 
water will be larger at seismic frequencies because of the enhancement of anelastic 
relaxation. 

 
Fig. 15 The influence of water on the phase relationship in (Mg,Fe)2SiO4 [Litasov and Ohtani, 

2007] 
 
 
Fig. 16 The influence of water (and stress) on the lattice-preferred orientation (LPO) of olivine 

(after [Karato et al., 2008]) 
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A-, B-, C-, D- E-type of LPO represent different type of olivine LPO. The LPO of 
olivine depends on various physical and chemical parameters including water content 
(water fugacity), stress, temperature and pressure. The results shown correspond to the 
LPO at P<3 GPa. At higher pressures different LPO might develop. The water content 
shown is estimated using the Paterson calibration. If SIMS calibration is used, these 
values should be multiplied by a factor of ~3. 

 
Fig. 17 The influence of water on seismic wave attenuation in olivine [Aizawa et al., 2008] 
 

Q−1  is a measure of seismic wave attenuation (fraction of energy dissipated as heat). 
“Wet” samples are those contain more water than “dry” due to the use of different 
jackets. Therefore, the results shown here strongly suggest that water enhances seismic 
wave attenuation. However, the functional relationship between water content and 
seismic wave attenuation has not been quantified experimentally. 

 
Fig. 18 Influence of water on the electrical conductivity of minerals compared with the 

influence of major element chemistry, temperature and oxygen fugacity (after [Karato, 
2011]) 

 
Cw is water content. The effect of water (hydrogen) is much larger than the effects of 
major element chemistry, temperature and oxygen fugacity for a plausible range of 
these variables. 

 
Fig. 19 Geochemical (geological) approach for estimating water (volatile) distribution  
 

(a) A rock specimen containing both basalt and mantle xenoliths 
(b) An example of infrared absorption spectrum from which water content in a 

sample can be estimated 
 

The distribution of volatile elements is to measure the concentration of volatile 
elements from rock samples (geochemical approach). This method provides direct 
constraints on the volatile content, but the regions that one can explore is limited and 
often poorly constrained. Also, the volatile content of rock specimens collected on 
Earth’s surface may not necessarily represent the volatile content in Earth’s interior. 
One needs a careful examination of the influence of transport processes of rocks on the 
volatile content to infer the volatile content in Earth’s interior. 

 
Fig. 20 Data that could be used in geophysical remote sensing of volatiles 
 

(a) Anomalies in seismic shear wave velocity in the transition zone [Ritsema et al., 
2011] 
(b) Anomalies in electrical conductivity in the transition zone [Kelbert et al., 2009] 

 
Distribution of volatile elements can be inferred from geophysical observations if 
some geophysically measurable properties are sensitive to volatile content and if 
geophysical observations with sufficient resolution are available. In order to apply 
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these methods, one needs careful studies on the influence of volatile elements on 
geophysical properties. Only hydrogen is known to produce its presence in 
geophysical properties such as electrical conductivity, seismic attenuation and 
anisotropy. From this approach, one can investigate the spatial distribution of volatile 
content better than the geochemical approach. 

 
Fig. 21  A schematic diagram showing how temperature and water may affect the 

seismic wave velocity and the topography of the 410- and 660-km discontinuity 
(thickness of the transition zone) 

 
Temperature and water content affect seismic wave velocity and the topography of 
seismic discontinuities (or the transition zone thickness) differently. Therefore by 
using the observations on the anomalies in seismic wave velocity and transition zone 
thickness, one can determine the anomalies in temperature and water content 
separately. However, in order for method to work, temperature and water content must 
be the most important variables to affect seismic wave velocities and the topography 
of discontinuities. If some other variables such as the major element chemistry affect 
these properties more than temperature and water content, this method will not work. 

 
Fig. 22 (a) Models of electrical conductivity versus depth relations in Earth’s upper mantle 

and transition zone [Karato, 2011]  
 

Water content is assumed to be independent of depth. The depth variation in 
conductivity is caused mainly by depth variation in temperature and mineralogy (phase 
transformations). 

 
(b) Geophysically inferred electrical conductivity in the upper mantle and transition 
zone [Karato, 2011] 

 
Different colors in correspond to the conductivity in different regions (for details see 
[Karato, 2011]). 

 
Fig. 23  Models of water distribution in Earth’s (after [Karato, 2011]) 
 

(a) A layered water content model 
 Most geophysical models to explain electromagnetic induction observations require a 
substantial increase in electrical conductivity at ~410 km. This implies the increase in 
water content across the 410-km discontinuity. This model is consistent with the 
geochemical observations on the rare gases [Marty, 2012]. 
(b) A raisin bread model 
A model of patchy water-rich regions in the deep mantle proposed by [Rüpke et al., 
2006] and [Korenaga, 2008] is not consistent with the electrical conductivity and the 
rare gas observations [Marty, 2012]. 

 
Fig. 24  Phase diagrams of two systems in the cosmochemical environment 
 



	
   87	
  

 (a) the H2-Mg2SiO4 system [Mysen and Kushiro, 1988] 
 (b) the CaO-MgO-Al2O3-SiO2 + H2 and other volatile system [Yoneda and Grossman, 
1995] (a substantial fraction of refractory elements is in the dusts) 
 

Condensation occurs during cooling that is nearly isobaric (pressure decreases slightly 
with cooling). For the solar nebula (low pressures), condensation occurs as gas à 
solid, whereas for a lunar disk (high pressures), it occurs as gas à liquid. A change in 
composition during condensation may also promote condensation of liquid phases 
(e.g., [Ebel and Grossman, 2000]). 

 
Fig. 25  A comparison of solubility of hydrogen in melt (basalt) and solid (olivine) 
 

Hydrogen solubility in both basalt (silicate melt) and olivine increases with water 
fugacity (pressure). However, hydrogen solubility in basalt is much higher than that in 
olivine in all geologically plausible conditions. 

 
Fig. 26  Temperature increase due to a collision as a function of collision velocity 

(from [Karato, 2014]) 
 

Collision of a liquid (a planet covered with a magma ocean (proto-Earth)) and a solid 
at a planar interface is considered. Plausible collision velocity is the escape velocity, 
~10-11 km/s (for the collision to the proto-Earth). Larger degree of heating in liquids 
than solids is caused by the larger degree of compression for liquids than solids (due to 
the difference in the bulk modulus) and by the difference in the volume dependence of 
the Grüneisen parameter (γ = ∂logT

∂logρ( )ad ) that represents the efficiency of adiabatic 
heating (the Grüneisen parameter in silicate melts increases with compression whereas 
the Grüneisen parameter in silicate minerals decreases with compression). As a 
consequence, vaporization due to a collision will occur mostly from the pre-existing 
magma ocean if the proto-Earth was covered with a magma ocean. Heating in the solid 
planet unlikely exceeds the melting temperature. 
 

Fig. 27  A cartoon showing the definitions of various terms in equation (17) 
 
 
Fig. 28  Phanerozoic sea-levels compiled by [Parai and Mukhopadhyay, 2012] 
 

In addition to the secular change, large fluctuations are observed. The long-term 
variation in the sea-level is small (less than ~5 %/Gyr; black broken lines) whereas 
short-term variation is large (~5%/100 Myr in the recent ~100 Myrs; red thick lines). 

 
 
Fig. 29  (a) A schematic drawing of processes of degassing at mid-ocean ridges 
 

Water-bearing mantle materials rise nearly adiabatically below volcanoes (e.g., mid-
ocean ridges) leading to partial melting. Volatiles go mostly to the melt, and when 
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melt is frozen, some of the dissolved volatiles goes to the ocean and atmosphere 
(“degassing”). 

 
 (b) A schematic drawing of processes of regassing in the subduction zone 
 

Volatiles such as hydrogen and carbon react with rocks to form hydrous minerals or 
carbonates. Hydrous minerals (including sediments) and carbonates on the oceanic 
lithosphere g back to the mantle upon subduction (“regassing”). The rate of regassing 
depends on the degree of hydration (carbonation) as well as degree of dehydration 
(decarbonation) by heating. 

 
 
Fig. 30 An example of water history (degassing/regassing rate, ocean mass) calculation on 

Earth  
 
 (a): from [McGovern and Schubert, 1989] 

In this model, degassing ate is always higher than regassing rate leading to the 
increase in the ocean mass. 

 (b): from [Rüpke et al., 2006] 
In this model, an efficient regassing occurs only after Earth is cooled enough. 
Therefore the ocean mass increases with time initially but decreases later. 

 (c): from [Crowley et al., 2011]   
Ocean mass history for water dependent rheology (blue line) and for water 
independent rheology (red line). Regassing efficiency is assumed to be 
constant. 

(d): from [Franck and Bounama, 2001] 
The amount of total outgassed water is plotted against time for various initial 
ocean water mass/initial mantle water. ζ  is a fraction of subducted water that 
goes into the mantle. This result shows high sensitivity of ocean mass history 
to the regassing rate. 

 
Fig. 31  A schematic diagram showing the processes of water circulation in Earth 
 

(a) A single layer mantle model 
(b) A two-layer mantle model where partial melting at “410-km” re-distributes water 

 
Fig. 32  Isotopic compositions of volatile elements, H and N of various planetary bodies 

(after [Marty, 2012] and [Saal et al., 2013]) 
 

Isotopic compositions of H and N for Earth, the Moon and Mars (interior) are similar to 
the average of meteorites but differ significantly from those of comets. Most of 
terrestrial planets (Earth, the Moon, Mars) are likely formed from materials similar to 
meteorites. Small contributions from solar component and from comet-like materials 
are also suggested (e.g., [Marty, 2012; Halliday, 2013]). 
CM, CR, CV, CO, CK, CI and TL represent various type of carbonaceous chondrite. 
JFC represents Jupiter family comets. 
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primary product), and the short-lived radioisotope 60 Fe.  
These massive stars end their lives in gigantic explosions 
as type-II supernovae, expelling these newly synthesized 
elements into the ISM. Ejection of neutron-rich matter 
from these supernovae results in r-process neutron-capture 
nucleosynthesis, in which elements heavier than Fe are 
created (Arnould et al. 2007; Schatz 2010).

When the Solar System formed, it incorporated material 
from many of these stellar sources, including supernovae, 
late-stage stars, and novae. The evidence for this diversity 
is recorded in presolar grains, which preserve detailed 
chemical signatures of the end stages of stellar evolution 
and processes in the ISM. In their article in this issue, Ann 
Nguyen and Scott Messenger (2011) provide an overview 
of the study of presolar materials, which record the detailed 
history of the end of stellar evolution and the beginning 
of Solar System formation. 

The starting material for the Solar System was mixed 
extremely well, such that the system as a whole has a nearly 
uniform elemental and isotopic composition. In addition 
to H and He, the primary products of stellar nucleosyn-
thesis are C, N, O, Ne, Na, Mg, Al, Si, S, Ar, Ca, and Fe. 
These elements account for 99.5% of the matter in the ISM 
that is not H and He. With the exception of the noble gases, 
they form the chemical basis of the bodies of our Solar 
System and all planetary systems. C/O ratios determine 
the ultimate chemistry of planetary systems, with C-rich 
systems dominated by graphite and carbides (Bond et al. 
2010). O-rich systems, like our Solar System, are dominated 
by silicates and oxides. 

CHEMICAL PROCESSES 
IN THE SOLAR NEBULA
The transition from the ISM to a protoplanetary system 
happens within a few million years. The process begins 
when a dense cloud core in a giant molecular cloud starts 
to collapse gravitationally. Initially, the mass infall rate is 

large. Due to the angular momentum of the original cloud, 
much of the material collapses into a disk (the solar nebula) 
that orbits the center of mass. The mass accretion rate 
decreases over time and the system reaches a relatively 
quiescent state, known as the T Tauri phase, which is the 
phase prior to becoming a main sequence star. For the next 
ten million years, di�erent processes (solar wind interac-
tions, photo evaporation, etc.) erode the protoplanetary 
disk. It is during this brief time period that the major 
chemical structure of a planetary system is established.

Stable isotopes in planetary materials record this complex 
history of gas-phase photochemistry and multicomponent 
mixing (MacPherson et al. 2008). The stable isotope ratios 
of O in the Solar System appear to be anomalous compared 
to our galactic neighbors, providing evidence for the injec-
tion of freshly nucleosynthesized material into the early 
Solar System. Gas-phase chemical processes left distinctive 
isotopic signatures in the residual solids from this era. In 
particular, the selective photodissociation of the CO mole-
cule isotopomers (the prime carriers of both C and O) 
produced the distinctive, mass-independent O isotope frac-
tionation that characterizes all primitive materials from 
the early Solar System. Unlike well-known mass-dependent 
isotopic fractionation, the amount of separation in this 
process does not scale in proportion with the di�erence 
in the masses of the isotopes. Mass-independent fraction-
ation thus resulted in  16 O-rich solids and 
without altering the 18 O/ 17O ratio. Mixing and reactions 
between these components produced the unique oxygen 
isotope anatomy of Solar System bodies, providing a conve-
nient way to classify and discriminate among extraterres-
trial objects of di�erent origins. In their article in this 
issue, Doug Rumble and colleagues (2011) discuss the wide 
variety of stable isotope systems that are studied to under-
stand chemical processes in the early Solar System.

In our Solar System, the surviving products of chemical 
and physical processes in the solar nebula were incorpo-
rated into the asteroids, comets, and planets (Lauretta and 
McSween 2006). Primitive meteorites that originate from 
small asteroids and comets preserve much information 
about the original composition of the Solar System. The 
most primitive unequilibrated chondritic meteorites 
escaped signifi  cant processing and preserve many signa-
tures of their formation and processing within the solar 
nebula (Scott 2007). See Scott 2011 this issue for an over-
view on meteorites.

Chemically, the most primitive meteorites are the CI chon-
drites. Their elemental abundances agree very well with 
that of the Sun (determined by spectroscopic observations 
of the solar photosphere) except for the volatile elements 
H, C, N, and O, the noble gases, and Li (F IG . 2; Anders and 
Grevesse 1989). Combining data from the CI chondrites 
and the Sun provides an accurate estimate of the bulk 
composition of the Solar System and, by inference, the 
solar nebula. This data set provides a starting point for 
understanding the initial chemistry and chemical evolu-
tion of the Solar System.

Condensation calculations are a fundamental tool for 
understanding solar nebula chemistry (Ebel 2006). 
Condensation calculation  is a generic term for a model 
describing the equilibrium distribution of the elements 
between coexisting phases (solids, liquid, vapor) in a closed 
chemical system with vapor present. Such chemical equi-
librium calculations describe the identity and chemical 
composition of each chemical phase in the assemblage 
toward which a given closed system of elements will evolve, 
to minimize the chemical potential energy of the entire 
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Figure 4
Deformation fabrics of olivine at high temperatures (T ∼ 1470–1570 K) as a function of
water content and stress (from Katayama et al. 2004). One of the data for D-type fabric is from
Bystricky et al. (2001). Water content was estimated using the Paterson (1982) calibration.
The values of water content will need to be modified if different calibrations are used [if the
calibration from Bell et al. (2003) is used, the values of water content will be a factor of ∼3 higher
than shown in this diagram]. This correction for water content applies to Figures 5 and 6 as well.

our results and those by Carter & Avé Lallemant (1970) (Figure 2), as shown in
Figure 4.

The influence of temperature on the B- to C-type fabric boundary for a fixed
water content (Cw∼1500 ppm H/Si) was investigated by Katayama & Karato
(2006). The high-temperature results for this boundary shown in Figure 4 indicate
that this transition is insensitive to water content but sensitive to stress, and
therefore the results are interpreted using a model for the class-II fabric transition
(Figure 5).

Together, these studies show that the fabric diagram for olivine must be con-
structed using at least three variables, namely, temperature, stress, and water content.
Figure 6 shows the dominant olivine LPOs as a function of normalized tempera-
ture, stress, and water content, ( T

Tm(P ) ,
σ

µ(P,T ) , CW). Under lithospheric conditions5

(low water content and modest stress and temperature), the A-type fabric dominates.
However, when water content increases at high temperatures and at low stresses (i.e.,
asthenospheric conditions), the dominant olivine fabric changes first to E-type and
then to C-type. B-type fabric is important above some critical stress that increases
with temperature.

5Most of the LPO of minerals in the lithosphere is likely formed when materials are hot (i.e., shallow
asthenospheric conditions) but at water-poor conditions after the removal of water by partial melting. This
should be distinguished from deformation at deep asthenospheric conditions where water content is higher.
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