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a b s t r a c t 

Observations in the Arctic Ocean suggest that upper-ocean dynamics under sea ice might be significantly 

weaker than in the temperate oceans. In particular, observational evidence suggests that currents devel- 

oping under sea ice present weak or absent submesoscale ( O(1) Rossby number) dynamics, in contrast 

with midlatitude oceans typically characterized by more energetic dynamics at these scales. Idealized 

numerical model results of the upper ocean under multi-year sea ice, subject to realistic forcing, are em- 

ployed to describe the evolution of the submesoscale flow field. During both summer and winter under 

multi-year sea ice, the simulated submesoscale flow field is typically much less energetic than in the 

midlatitude ice-free oceans. Rossby numbers under sea ice are generally consistent with geostrophic dy- 

namics ( Ro ∼ O(10 −3 ) ). During summer, ice melt generates a shallow mixed layer ( O(1) m) which isolates 

the surface from deeper, warmer and saltier waters. The Ekman balance generally dominates the mixed 

layer, although inertial waves are present in the simulations during weakening and reversals of the ice- 

ocean stress. During winter, mixed-layer deepening (to about 40 m depth), is associated with convection 

driven by sea-ice growth, as well as ice-ocean shear-driven entrainment at the base of the mixed layer. 

Submesoscale activity is observed to develop only rarely, when winter convective mixing is laterally inho- 

mogeneous (i.e., in the presence of sea-ice leads or spatially inhomogeneous sea-ice thickness) and when 

this coincides with weak ice-ocean shear-driven mixing. These submesoscale features are diagnosed with 

particular focus on their implications for ocean-to-ice heat fluxes. 

© 2017 Elsevier Ltd. All rights reserved. 
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. Introduction 

Submesoscale (SM) flows, characterized by Rossby number

(1) and horizontal scales between 100 m and 10 km in the mid-

atitudes, have been shown to play an important role in the upper-

cean dynamics of most major ocean basins. Submesoscales fea-

ures are known to develop in weak stratification regimes, such as

he ocean mixed layer, and in the presence of a source of available

otential energy such as: at major ocean fronts (e.g., Gula et al.,

014; Veneziani et al., 2014 ), along density gradients generated by

iver outflows (e.g., Luo et al., 2016 ), around mesoscale eddies (e.g.,

ensa et al., 2013; Sasaki et al., 2014 ), and in regions of coastal

pwelling (e.g., Capet et al., 2008d ). 

Baroclinic instabilities developing in the presence of weak strat-

fication and a reservoir of available potential energy can gener-

te features with large Rossby numbers and strong vertical veloci-

ies ( Stone, 1966; Boccaletti et al., 2007 ). Due to their ageostrophic

ature, SM features are thought to play an important role in the
∗ Corresponding author. 
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cean energy budget, providing a pathway for forward energy dis-

ipation ( Muller et al., 20 05; McWilliams, 20 08; Molemaker et al.,

010 ). Given the large vertical velocities that SM flows can gen-

rate, SM features are also thought to be responsible for a signif-

cant fraction of the observed primary production in the oceans

 Lévy et al., 2001; Mahadevan and Tandon, 2006; Mahadevan et al.,

0 08; McGillicuddy et al., 20 07; Klein and Lapeyre, 20 09 ), driving

or vertical transport of nutrients into the euphotic zone. SM fea-

ures are also of significance to lateral material transport in the

cean (e.g., Lumpkin and Elipot, 2010; Poje et al., 2014 ). Lateral

ransport by SM flows has important practical consequences to the

ate of pollutants (e.g., oil spills) pointing to the need for numeri-

al simulations and observations to resolve these small scale flows

 Mensa et al., 2015 ). 

While there has been much progress in developing an under-

tanding of SM dynamics in the midlatitude ice-free oceans, little

s known about this flow regime in the Arctic Ocean. SM features

ay impact on sea ice, primary production, lateral transport of nu-

rients and pollutants, and the upper-ocean heat budget. Sea-ice

over is influenced by heat fluxes at the base of the ocean mixed

ayer where a reservoir of ocean heat exists underlying a rela-

http://dx.doi.org/10.1016/j.ocemod.2017.03.009
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i  
tively cool fresh mixed layer (e.g., Maykut, 1982; Wettlaufer, 1991;

McPhee, 1992; Perovich and Elder, 2002 ). Small-scale flows associ-

ated with vertical velocities that might enhance ocean-to-ice heat

fluxes could have serious consequences to sea-ice cover. Similarly,

lateral transport of ocean heat by SM flows could enhance sea-ice

melt, a process largely underestimated by general circulation mod-

els ( Serreze, 2007; Stroeve et al., 2007; Rampal et al., 2011 ) and

of crucial importance in the understanding of present and future

global climate (e.g., Walsh, 1983; Budikova, 2009 ). Further, in an

Arctic undergoing rapid change, and expansion of activities such

as oil exploration, understanding pollutant dispersal in the upper

ocean is of utmost importance ( National Academies Report (NAS),

2014 ). 

Observations in the Arctic Ocean suggest that the energetics

of upper-ocean flows under sea ice, and in ice-free regions of

the Chukchi Sea, might be different from those of the temper-

ate oceans ( Timmermans and Winsor, 2013; Timmermans et al.,

2012 ). In contrast with midlatitude oceans characterized by ener-

getic upper ocean dynamics at submesoscales ( Capet et al., 2008b;

Mensa et al., 2013; Callies et al., 2015 ), observations suggests

that submesoscale dynamics are weak under sea ice, however

the generality of this statement remains unknown. For example,

Timmermans et al. (2012) show that although some frontal activ-

ity is present under sea ice, horizontal wavenumber ( k ) spectra of

potential density variance in the mixed layer exhibit steep slopes

— scaling as k −3 for wavelengths between around 5 and 50 km,

compared to the k −2 scaling more typical of the midlatitudes. 

The presence of sea ice affects both the dynamics and thermo-

dynamics of the upper ocean and possibly impacts the develop-

ment of SM instabilities. Ice cover effectively limits the propaga-

tion of surface gravity waves and mediates wind-forced internal

waves (e.g., Levine et al., 1985; Dosser et al., 2014 ). On the other

hand, sea-ice drift can generate significant upper-ocean stresses,

and enhance turbulent mixing near the surface (e.g., Denbo and

Skyllingstad, 1996; Backhaus and Kampf, 1999; Skyllingstad, 2001;

Cole et al., 2013 ). Buoyancy fluxes are also mediated by sea ice,

with sea-ice melt and freshwater input generating a stabilizing

buoyancy flux during summer, and sea-ice growth and brine re-

jection generating a destabilizing buoyancy flux during winter. 

In this paper, we present results from an idealized high-

resolution numerical simulation of the upper Arctic Ocean with the

intention of exploring the seasonal cycle of the upper ocean un-

der multi-year sea ice. Results are limited to regions of the Arctic

Ocean that are permanently ice covered (i.e., areal concentration of

sea ice is never below about 75%). A transition from fully ice cov-

ered to ice-free, and the intermediate marginal ice zone dynamics,

are outside the scope of this study and likely present significantly

different results. Here we retain the simplest possible framework

avoiding the uncertainties associated with additional sea-ice pa-

rameterizations (e.g., Smedsrud and Martin, 2015 ). Our simulation

is forced with realistic atmospheric forcing and the model pro-

duces seasonal cycles of sea ice and upper-ocean properties that

are consistent with observations ( Section 3 ). In Section 4 , we show

how the development of small-scale flows under sea ice does not

present the typical submesoscale soup ( Gula et al., 2014 ) charac-

teristic of the midlatitudes. Instead, small-scale flows in the mixed

layer under sea ice are dominated by Ekman dynamics and con-

vective processes with little interaction between the surface mixed

layer and underlying interior ocean. Two examples that demon-

strate occasional development of SM features are also presented in

this section; the corresponding background settings for these pro-

vides context and motivation for future study. Also in Section 4 ,

we test the applicability of a submesoscale parameterization in

the under-ice setting modeled here. In Section 5 , we summarize

and discuss our results, comparing and contrasting the well-known

midlatitude SM regime with ocean dynamics under sea ice. 
. Numerical model configuration 

Our study employs the MIT general circulation model (MITgcm,

arshall et al., 1997; Adcroft et al., 2014 ) in an idealized config-

ration. The square domain spans 256 km by 256 km in the hor-

zontal and has a fixed depth of 700 m. Boundary conditions are

oubly-periodic at the sides, with free-surface and free-slip at the

urface and bottom boundaries, respectively. The model has a hor-

zontal resolution of 500 m and vertical resolution varying from

.2 m near the surface (over the mixed layer, mean vertical reso-

ution ranges between 0.5 m in summer and 1.6 m in winter) to

0 m near the bottom, for a total of 52 layers. Computations were

erformed on the Center for Computational Sciences clusters at the

niversity of Miami. 

The model consists of an ocean component and a sea-ice com-

onent, with communication between the modules at the ice-

cean interface. The ocean component is configured to solve the

ydrostatic, Boussinesq equations. We use an f -plane approxima-

ion as the β-effect is negligible near the poles. Horizontal tracer

iffusivities are implicit while horizontal viscosity in the momen-

um equations is biharmonic and uses a Leith eddy viscosity co-

fficient ( Leith, 1996; 1968 ). Vertical eddy viscosity and diffu-

ivities are set by the non-local K-profile parameterization (KPP,

arge et al., 1994 ). KPP enhances vertical viscosity and diffusiv-

ties when shear instabilities and convection generate mixing in

he boundary layer (i.e., the mixed layer). The mixed-layer or

oundary-layer depth (BLD) is set as the depth at which the bulk

ichardson number equals a critical value of 0.3. A nonlinear sea-

ater equation of state is used to compute density (see Jackett and

cdougall, 1995 ), which in the cold polar oceans is primarily a

unction of salinity (e.g., see the discussion in Timmermans and

ayne, 2016 ). 

The ice model consists of both a dynamic and thermodynamic

omponent, generating sea-ice stress acting on the ocean surface

nd buoyancy fluxes associated with its growth and melt. The sea-

ce dynamics implements the model of Zhang and Hibler (1997) ,

here internal stresses are described via a viscous plastic model

 Zhang and Hibler, 1997 ). Ice dynamics mediates the transfer of at-

ospheric stresses to the ocean. Ice thermodynamics follows the

odel by Hibler III (1980) . The model uses a zero-layer formula-

ion, in which heat conductivity across the ice is parameterized

ssuming a linear ice temperature profile together with a constant

ce conductivity ( Semtner, 1976 ). Although this formulation has the

endency to underestimate the amplitude of the seasonal cycle in

ea-ice thickness and extent ( Semtner, 1984 ), we find a sea-ice sea-

onal cycle in good agreement with the observations described by

immermans (2015) for the same region and time. The thermody-

amics model computes sea-ice thickness ( H I ) and fractional area

f sea ice ( A I , defined as the area of each grid cell covered by sea-

ce), and the fluxes at the ice-ocean interface. 

.1. Initial conditions and model spin-up 

We initialize the ocean module with temperature and salinity

ypical of a weak surface front under sea ice in August in the

rctic Ocean’s Canada Basin (see Timmermans et al., 2012 ). The

nitial surface front (configured as a filament, Fig. 1 a) is charac-

erized by a surface (i.e., mixed layer) horizontal density gradi-

nt of 5 ×10 −7 kg m 

−4 . The filament consists of fresher (and less

ense) surface waters, while surface waters either side are saltier

and more dense). The entire surface is at the freezing tempera-

ure, which means that the filament waters are slightly warmer

han the waters either side. 

The front is allowed to relax (unforced and without sea ice) for

00 days in a 1 km horizontal resolution simulation; the result-

ng state exhibits a fully developed eddy field and is integrated
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Fig. 1. Plan view of surface density anomalies [kg m 

−3 ] at (a) day 0, and (b) day 110 (the initial condition for the forced simulation). Distance-depth sections of (c) temper- 

ature [ °C] and (d) salinity along X = 125 km (black line in panel b) at day 110. 

a  

i  

y  

n  

s  

t  

m  

t  

d  

t

 

l  

a  

d  

p  

(  

t

2

 

3  

(  

2  

a  

n  

o  

u  

t

 

s  

i  

t  

s  

s  
gain for 10 days at 500 m resolution. The final state, correspond-

ng to the 100+10 days spin-up ( Fig. 1 b), is used to initialize a 2-

ear forced simulation under uniform sea-ice cover of 2.8 m thick-

ess (with this initial thickness taken to be consistent with ob-

ervations, ( Timmermans, 2015 )). To verify that the initial condi-

ions specified here can lead to an active SM flow field, we ran the

odel for an extra 30 days (unforced) at 500 m resolution (after

he 100 day spin up). Results in those 30 days indicate clear evi-

ence for SM features characterized by O(1) Rossby numbers (i.e.,

he model setting permits SM). 

The basic vertical stratification is a relatively cool, fresh mixed

ayer in the upper 40 m ( Fig. 1 c and d). The mixed layer is sep-

rated from a layer of warm water (between about 50 and 80 m

epth) by a strong halocline at its base. The warm layer is the up-

er halocline of the Canada Basin, which has Pacific Ocean origins

see e.g., Toole et al., 2010; Timmermans et al., 2012; 2014 , for de-

ails). 
m  

f

.2. Atmospheric forcing 

The model forcing is for a full year (the year 2007) using the

-hourly European Centre for Medium-Range Weather Forecasts

ECMWF) ERA-Interim reanalysis fluxes in the region ( Dee et al.,

011 ) with a resolution of a quarter degree; parameters are: short-

nd long-wave radiation, 10 m air temperature, relative humidity,

et precipitation, evaporation and wind velocity. Forcing is taken

ver a 256 km by 256 km area with 135 °W and 80 °N taken as the

pper east corner, and spatially averaged over the domain in order

o avoid discontinuities at the doubly periodic boundaries. 

All variables, with the exception of wind speed, show a clear

easonal cycle (as shown in Timmermans (2015) ). The year 2007

s chosen in order to allow a direct comparison with the observa-

ions presented by Timmermans (2015) , although the overall sea-

onal cycle of atmospheric forcing is similar to other years. Atmo-

pheric forcing is applied to the 110-day state ( Fig. 1 b), and the

odel is integrated for two years, with the same annual cycle of

orcing used for both the first and the second years of integration. 
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Fig. 2. Horizontally averaged (a) sea-ice thickness 〈 H I 〉 [m] and melt rate ∂ 〈 H I 〉 / ∂ t [cm day −1 ], (b) fractional sea-ice area 〈 A I 〉 , (c) sea-ice drift speed 〈 U I 〉 [m s −1 ] and (d) 

boundary layer depth ( 〈 BLD 〉 , [m]) for the two years of integration. Vertical dashed lines identify representative summer (left) and winter (right) days. Thin lines in (a), (b) 

and (d) represent the mean ± 1 standard deviation. 
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3. Seasonal evolution of sea ice and the upper ocean 

3.1. Sea ice 

Horizontally averaged sea-ice thickness 〈 H I 〉 follows a typical

seasonal cycle, reaching a maximum for the year around May,

and beginning to melt at a rate of about 2 cm day −1 around

June ( Fig. 2 a). Minimum thickness is attained around Septem-

ber/October, after which point fall/winter ice growth commences,

with maximum growth rate around February. Qualitatively the sea-

sonal cycle of 〈 H I 〉 is consistent with observations from the same

region ( Timmermans, 2015 ). Horizontally averaged sea-ice frac-

tional area 〈 A I 〉 presents a corresponding seasonal cycle, decreas-

ing shortly after the onset of melt in late June, reaching a mini-

mum in September, and returning to 100% coverage by around De-

cember ( Fig. 2 b). Recall, the simulation is intended to represent

conditions under the permanent sea-ice cover, and 〈 A I 〉 is never

smaller than about 75% whereas typical marginal-ice zone condi-

tions might have ice cover in the range 15–70%. Horizontally aver-

aged sea-ice drift speed 〈 U I 〉 exhibits no clear seasonal cycle, with

〈 U I 〉 around 0.2 m s −1 ( Fig. 2 c). Qualitatively, 〈 U I 〉 is similar to ob-

servations from the same region ( Cole et al., 2013 ). 

3.2. Upper-ocean properties 

Seasonality of atmospheric forcing and sea-ice is reflected in

the seasonal cycle of BLD and mixed-layer temperature T and salin-
ty S ( Figs. 2 d and 3 ; c.f., Toole et al. (2010) ). Summer sea-ice melt

eleases fresh water at the ice-ocean interface forming a shallow

ummer halocline associated with a minimum BLD of about 3 m

characterized by minimum mixed-layer salinities for the year). A

emnant winter mixed layer (see e.g., Jackson et al., 2010 ) remains

elow the summer mixed layer, and above the main halocline,

hroughout the summer and fall ( Fig. 3 ). Winter sea-ice growth

xpels dense salty water (i.e., injection of brine) which deepens

nd salinifies the mixed layer over the course of the winter; shear-

riven deepening also plays a role, as will be discussed in the

ext section. BLD attains a maximum of about 35 m in the win-

er months, consistent with winter observations in the Canada

asin (e.g., Toole et al., 2010; Timmermans, 2015 ). The mixed layer

s bounded during winter by the main halocline and underlying

arm water with occasional entrainment events of this warm wa-

er into the mixed layer ( Fig. 3 ). These sub-ice mixed layers are

enerally shallower with a smaller seasonal range than those in

ce-free oceans; for example, Kara (2003) reports global BLDs be-

ween 65 °N and 72 °S showing a range between a few meters in

ummer to several hundred meters in winter. 

The temperature of the mixed layer remains close to the freez-

ng temperature ( T f , a linear function of salinity) throughout the

imulation, with deviations to warmer temperatures in the sum-

er months after the onset of seasonal melt when A I decreases

rom 100% and penetrating short-wave radiation warms the surface

cean ( Fig. 3 b). Other instances of temperature in excess of freez-

ng occur sporadically in the winter months ( Fig. 3 b), and appear
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Fig. 3. Horizontally averaged time-depth sections of (a) salinity and (b) temperature [ °C] over the two-year integration. The solid white line represents the BLD and the 

dashed white lines the representative summer and winter days. Time series of horizontally-averaged salinity S and T − T f (mixed-layer temperature above the freezing 

temperature T f ) at 2 m depth are shown above each section. 
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v

o be associated with shear-driven entrainment of warm thermo-

line waters, when sea-ice motion is anomalously fast ( Fig. 2 c). 

For the same atmospheric forcing, the first model year shows

armer deviations from freezing temperature than the second

odel year because entrainment taps a heat source (below the

ixed layer) that is not replenished in our simulation. At the start

f the first year, integrated ocean heat content (relative to the

reezing temperature) in a 50 m thick layer below the base of

he mixed layer is about 0.5 × 10 7 J m 

−3 more than at the start

f the second year of the simulation. If all of the excess thermo-

line heat in the first year is used to melt or slow the growth of

ea ice, this amounts to about 90 cm (see e.g, the calculations in

immermans, 2015 ). Of course some fraction of this heat is likely

ost to the atmosphere, so this thickness estimate represents an

pper bound. We observe about 50–70 cm more sea-ice thickness

oss in the first year than in the second year, which is generally in

greement with the interannual difference in sea-ice decay result-

ng from the additional ocean heat source in the first year. 

.3. Buoyancy and heat fluxes at the ice-ocean interface 

It is instructive to set mixed-layer properties in context with

uoyancy fluxes J b [m 

2 s −3 ] at the ice-ocean interface, computed

s contributions from heat fluxes J Q [W m 

−2 ] and salinity fluxes J s 
kg m 

−2 s −1 ]: 

 b = − g 

ρ0 

[
α

c p 
J Q + βJ s 

]
, (1) 

here α = −(1 /ρ0 )(∂ ρ/∂ T ) S,p is the thermal expansion coefficient

 ρ0 is a reference density), β = (1 /ρ0 )(∂ ρ/∂ S) T,p is the haline

ontraction coefficient and c p is specific heat capacity of sea water

 c p = 4 . 1 × 10 3 J kg −1 °C 

−1 ); for typical surface-ocean temperature

nd salinity values, α ≈ 3 × 10 −5 ◦C 

−1 , and β ≈ 8 × 10 −4 . For these

olar conditions, buoyancy fluxes are dominated by salinity fluxes

 Fig. 4 a). 

Time series of J b indicate small consistently negative fluxes dur-

ng the winter ice-growth season associated with release of dense
rine into the surface ocean. J b becomes positive during the sum-

er melt season when ice melt drives the release of fresh waters

nto the surface ocean ( Fig. 4 a). Over an annual cycle of typical

rctic forcing under the multi-year sea-ice pack, J b ranges between

aximum positive values of about 5 × 10 −9 m 

2 s −3 during summer

nd −0 . 5 × 10 −9 m 

2 s −3 during winter. These values are at least an

rder of magnitude smaller than buoyancy fluxes (in both summer

nd winter) typical of midlatitude basins: e.g., J b ∼ O(10 −7 ) m 

2 s −3 

Gulf Stream jet; Thomas et al. (2008) ), and J b ∼ O(10 −8 ) m 

2 s −3 

California Current; Brainerd and Gregg (1993) ). Although winter

onths are characterized by brine release and convective instabil-

ties, the presence of sea ice throughout the simulation limits sea-

ce growth by conduction, and therefore strong buoyancy fluxes.

he relevance of this to the observed dynamics will be discussed

n Section 4 . 

The heat flux at the base of the ice J Q is the sum of the con-

uctive heat flux arising from atmospheric heat transfer, and the

urbulent ocean-to-ice heat flux J Q IO ( Fig. 4 b). In summer, the lat-

er is large due to solar warming through thin ice and open water

reas. In both seasons enhanced J Q IO may be driven by upper-ocean

ynamics that lead to entrainment of warm water from below the

ixed-layer base. This entrainment takes place when ice-ocean

hear or convection is strong, and may arise by SM processes as-

ociated with enhanced vertical and horizontal flows. Entrainment

vents (and increased J Q IO ) driven by enhanced ice-ocean stress are

otable in December and April/May. 

The magnitude of the turbulent ocean-to-ice heat flux

 Q OI 
[W m 

−2 ] is estimated by the following parameterization

 Maykut and McPhee, 1995 ), 

 Q OI 
= ρ0 c h c p u 

∗(T − T f ) , (2)

here ρ0 = 10 0 0 kg m 

−3 is a reference seawater density, c h ≈
.006 is a heat transfer coefficient and u ∗ is the magnitude of

he friction velocity at the ice-ocean interface (computed as u ∗ =
 | τi | /ρ0 , where τi = (τ x 

i 
, τ y 

i 
) is the ice-ocean stress). 

J Q OI 
presents a seasonal cycle ( Fig. 4 b) with consistently larger

alues during summer months (domain-averaged values of ∼
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Fig. 4. (a) Time series of domain-averaged buoyancy flux J b [m 

2 s −3 ] (blue line, left axis) and salinity buoyancy flux −ρ0 g 
−1 β J s [m 

2 s −3 ] (red line, right axis) at the ice-ocean 

interface. Values are filtered with a Kaiser window of approximately 10 days ( Kaiser and Kuo, 1966 ). (b) Time series of domain-averaged ocean-to-ice turbulent heat flux J Q IO 
[W m 

−2 ]. Values are unfiltered. In both (a) and (b), vertical dashed lines indicate representative summer and winter days. (For interpretation of the references to color in 

this figure legend, the reader is referred to the web version of this article.) 
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15 Wm 

−2 ) and minima of zero during the winter season with spo-

radic events of magnitude similar to the summer season associ-

ated with thermocline entrainment; this seasonal cycle is consis-

tent with that documented by McPhee (2003) under sea ice in

the vicinity of the north pole. During the events of increased ice-

ocean shear (December and April/May), values of domain averaged

J Q OI 
where found to compare in magnitude to the summer heat

fluxes ( J Q OI 
∼10 Wm 

−2 ); reduced sea-ice growth rates in both De-

cember and April/May ( Fig. 2 a) may be attributed to the enhanced

ocean-to-ice heat fluxes. The first model year shows larger win-

ter heat fluxes (e.g., note the event in December of the first year,

Fig. 4 b) than the second model year because the sub-mixed layer

heat source is not replenished in our simulation, as noted earlier.

In Section 4.5 , we examine submesoscale-driven ocean heat fluxes.

4. Characterizing upper-ocean dynamics 

In this section, we describe the main mechanisms driving

upper-ocean dynamics. We begin by characterizing the dynamics

of the flow below the mixed layer, on the 50 m depth level in the

halocline. We proceed by describing the dynamics in the mixed

layer (at 2 m depth in summer and 20 m depth in winter). For

both the interior halocline and the mixed layer, we distinguish

between seasons, and analyze representative summer and winter

days. Finally, dynamics in the mixed layer are further analyzed

with respect to SM flows, and we examine two different cases pre-

senting SM activity. 

Upper-ocean dynamics are diagnosed in time-depth series of

Rossby number Ro = ζ / f 0 , vertical velocity w , and Richardson

number Ri = N 

2 / | ∂ u /∂ z | 2 , where u = (u, v ) is horizontal veloc-

ity, ζ = ∂ v /∂ x − ∂ u/∂ y is the vertical relative vorticity, f 0 = 1 . 4 ×
10 −4 s −1 is the Coriolis parameter at 75 °N, and N 

2 = − g 

ρ0 

∂ρ

∂z 
is

the buoyancy frequency ( Fig. 5 ). These diagnostics are chosen in

order to highlight the nature of SM features, which are character-

ized by O(1) Rossby numbers, associated with enhanced vertical

velocities, and develop in regions of weak stratification. 

Throughout the year, Ro shows a gradient between small val-

ues in the mixed layer and larger values in the interior halocline

depths ( Fig. 5 a). The depth dependence of Ro is consistent with

much larger horizontal density gradients in the interior compared

to the mixed layer (i.e., stronger baroclinic activity in the interior).

Larger Ro in the remnant winter mixed layer may be associated
ith stretching/squashing of this weakly-stratified layer (by per-

urbations in the mixed layer and underlying more stratified water

olumn) and limited influence from damping by surface stresses.

arger Ro in the mixed layer are found in a few sporadic events,

he strongest of which is in February/March. These events are as-

ociated with relatively long periods of negligible ice drift (i.e.,

eaker ice-ocean shear, Fig. 2 c) which corresponds to increased

ertical and lateral density gradients within the mixed layer (weak

urface stresses allow for a weakening of the vertical stratifica-

ion across the base of the mixed layer), and evidently increased

aroclinic activity there. Larger standard deviations in BLD at this

ime ( Fig. 2 d) indicate spatial inhomogeneity, consistent with baro-

linic flows in the mixed layer. A detailed description of the Febru-

ry/March episode is given in Section 4.4 . 

Resolved vertical velocities in the mixed layer are weak

hroughout the simulation ( Fig. 5 b). Instances where mixed-layer

 deviates from zero are associated with the events of increased

aroclinic flows, and enhanced vertical ageostrophic circulation

cross density fronts, during times of small sea-ice drift speeds.

i is smallest in the mixed layer, with the smallest values near

he ice-ocean interface corresponding to the largest vertical shear

 Fig. 5 c). Lower shear and stronger stratification give rise to larger

i and w in the mixed layer during the February/March events de-

cribed above. The mixed layer and the interior present distinc-

ively different dynamics, and it is clarifying to compare these,

rawing insights from comparison to upper-ocean dynamics in the

idlatitudes. We consider two model days representative of sum-

er conditions (corresponding to the middle of the melt period,

ig. 5 , left vertical dashed line) and winter conditions (correspond-

ng to the middle of the ice-growth period and maximum BLD,

ig. 5 , right vertical dashed line). The representative summer day

s July 11th of the first year of the integration, and the representa-

ive winter day is February 1st of the second year. We quantify the

ynamics in the model by considering the horizontal momentum

alance 

∂u 

∂t 
+ u ∇ h u + f 0 ̂  k × u + ρ−1 

0 ∇ h p −
∂ 

∂z 
A z 

∂u 

∂z 
− ρ−1 

0 

∂τi 

∂z 
= 0 , (3)

here A z is vertical viscosity as computed by KPP, p is pressure,

ubscript h denotes horizontal derivatives, and τ i is the ice-ocean

tress (only non-zero in the first model layer). Lateral mixing is

egligible. 
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Fig. 5. Horizontally averaged time-depth sections of (a) Rossby number Ro = ζ / f 0 , (b) vertical velocity w [m s −1 ], and (c) Richardson number Ri . The black contour indicates 

the BLD and the vertical dashed lines mark representative summer and winter days. 
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.1. Dynamics in the interior 

Results are presented for representative summer and winter

ays; the flow fields exhibited in the two selected days are com-

on throughout the respective seasons. On both representative

inter and summer days, the interior (halocline) is characterized

y a range of eddies and filaments consistent with baroclinic in-

tability ( Fig. 6 ). To explore the main dynamical balances in the

nterior, we compute the dominant terms in the horizontal mo-

entum balance (3) ( Fig. 7 ) along segments at 50 m depth across

ypical eddies for each of the summer and winter days (black lines

n Fig. 6 ). 

During the representative summer day, the main balance

hrough a typical eddy feature is geostrophic, with some time de-

endence ( Fig. 7 a,b: x and y components, respectively). The latter

ecomes relatively more important outside the eddy, where the az-

muthal flow weakens, and in the core of the eddy where Corio-

is and pressure gradient forces pass through zero. The time de-

endence indicates the presence of more rapidly evolving features

uch as internal waves. Enhanced internal wave activity is evident

n fields of the horizontal density gradient | ∇ h ρ| and Ro in the

nterior in summer ( Fig. 6 a,b). Similar events have been tracked in

bservations beneath sea ice during the summer (e.g., Dosser et al.,

014 ); the details of internal wave dynamics will be further ana-

yzed in the next section. 

During the representative winter day, the balance through a

ypical eddy is predominantly geostrophic ( Fig. 7 c and d, x and

 components respectively) with only weak internal wave activity.

inter interior | ∇ h ρ| and Ro ( Fig. 6 c and d) fields are consistent

ith weak quasi-geostrophic dynamics typically found in the strat-

fied interior of temperate oceans ( Phillips, 1963; Charney, 1971;

hines, 1979 ). 

.2. Dynamics in the mixed layer 

.2.1. Summer 

The typical summer day indicates a mixed layer that is char-

cterized by density gradients associated with lateral variations in

urface freshwater fluxes as a result of ice melt ( Fig. 8 a). Although
here are regions of enhanced | ∇ h ρ|, these maxima ( |∇ h ρ| ∼
(10 −8 ) kg m 

−4 ) are significantly smaller than those found in

ypical SM fronts in the mid-latitudes ( |∇ h ρ| ∼ O(10 −5 ) kg m 

−4 ,

 Capet et al., 2008d )). 

The summer mixed layer is generally characterized by small-

cale features developing in the form of organized structures very

ear the surface; a segment (indicated by a black line in Fig. 8 a

nd b) is chosen to cross such a feature in the summer mixed

ayer. The momentum balance along the segment is a dominant

kman balance at 2 m depth ( Fig. 9 a, x -component). This bal-

nce holds throughout most of the year in the surface layer sub-

ect to persistent ice-ocean stresses (see e.g., Cole et al., 2013 ). In

he y -component ( Fig. 9 b) on the representative summer day in

he mixed layer, we see an exception to this main balance with all

erms (Coriolis, pressure gradient and friction) having similar mag-

itude. 

To understand the processes leading to such dynamics, we ex-

mine a time series of the momentum balance terms ( Fig. 10 a and

: x and y component, respectively) averaged over a small region

round the segment (shown in Fig. 8 a and b). The Ekman balance

enerally dominates both the x and y components with a change

n sign of the Coriolis and vertical mixing terms when the ice drift

hanges direction ( τ x 
i 

or τ y 
i 

changes sign). A delay of about one in-

rtial period is observed in the ocean response to the change in

ce-ocean stress. 

On the representative summer day (marked by the vertical

lack line in Fig. 10 a and b), it is clear that a temporary weak-

ning of surface stress results in rapid decay of vertical mixing in

he y -direction and a temporary loss of Ekman balance ( Fig. 10 b).

he Ekman balance is absent ( Fig. 9 b), with the Coriolis term

artially balanced by v t driving near-inertial oscillations (see e.g.,

’Asaro, 1985 ). The Ekman balance is restored soon after τ y 
i 

in-

reases from zero. A similar event can be identified in the x -

omponent time series around day 6/28 ( Fig. 10 a). 

Ice-ocean stress is highly variable in time, although it does

ot exhibit any apparent seasonal cycle (not shown). For the

ame wind energy input, stronger inertial flows are generated

n shallower mixed layers (see e.g., D’Asaro, 1985 ); during the
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Fig. 6. Horizontal density gradient magnitude | ∇ h ρ| [kg m 

−4 ] at 50 m depth (the interior) for the representative (a) summer and (c) winter days. Ro at 50 m depth for (b) 

summer and (d) winter days. The black lines represent the segments along which the momentum balance terms are computed. 

Fig. 7. Terms in the (a) x -momentum balance and (b) y -momentum balance for the summer day along the segment at X = 135 km at 50 m depth. Terms in the (c) 

x -momentum and (d) y -momentum balance for the winter day along the segment at X = 85 km at 50 m depth. The two segments along which momentum terms are 

computed are shown by the black lines in Fig. 6 c and d. The bottom panels show the two horizontal momentum equations. The inertial terms (not plotted) are negligible. 
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summer season characterized by thin mixed layers, the gener-

ation of energetic near-inertial waves is more prevalent. Near-

inertial waves can propagate to depth resulting in the clear in-

ternal wave signature observed in summer in the interior ( Fig. 6 a

and b). 
Hovmöller diagrams of vertical velocity (not shown) confirm

he propagation of internal waves from their origins near the sur-

ace to the interior (see e.g., Rainville and Woodgate, 2009; Dosser

t al., 2014 ). Note that it is possible that results would be different

n a non-hydrostatic model ( Magaldi and Haine, 2012 ). 
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Fig. 8. Horizontal density gradient | ∇ h ρ| [kg m 

−4 ] for (a) summer (at 2 m depth) and (c) winter (at 22 m depth) days. Ro for (b) summer (at 2 m depth) and (d) winter 

(at 22 m depth) days. Different depths were chosen between summer and winter in order to show diagnostics around the mid-depth of the mixed layer for both days. The 

black lines represent the segments along which the momentum balance terms are computed. 
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.2.2. Winter 

The representative winter day exhibits elongated structures in

he mixed layer, with generally larger magnitude Ro and smaller

 ∇ h ρ| compared to the representative summer day ( Fig. 8 c and d).

arger values of | ∇ h ρ| are associated with the boundaries of re-

ions of enhanced vertical mixing ( Fig. 8 c). These structures are

he large-scale signature of convective cells associated with brine

ejection during ice growth. 

The relatively coarse horizontal resolution, as well as the hy-

rostatic nature of the model, do not allow for the resolution of

ndividual brine plumes; nevertheless, convection parameterized

y KPP as enhanced vertical viscosity generates regions of rel-

tively salty water adjacent to relatively fresh water. Jones and

arshall (1993) and Legg et al. (1998) put forward the possibil-

ty of similar features developing along the large scale signature

f convective cells in ocean general circulation models (see also

awarkiewicz and Chapman (1995) who modeled these processes

n regions of sustained sea-ice growth). 

The momentum balance (3) along a winter segment (denoted

y the black line in Fig. 8 c and d) in the mixed layer through

ne of the enhanced | ∇ h ρ| structures is a steady Coriolis, verti-

al mixing, pressure gradient balance ( Fig. 9 c–f). The horizontal

ow field in the mixed layer shows an Ekman spiral forced by ice-

cean stress that is oriented primarily along the y -direction. The

k  
kman layer thickness scales as 
√ 

2 A z / f 0 ≈ 12 m. At 2 m depth,

he Ekman balance dominates ( Fig. 9 c and d), while at 22 m depth

 Fig. 9 e and f), the pressure gradient force becomes more impor-

ant, vertical mixing weakens and the flow is in turbulent thermal

ind balance (see e.g., Gula et al., 2014; Brannigan et al., 2015 ).

ear the surface at 2 m depth, velocities are larger in magnitude

han below the Ekman layer, with most of the magnitude differ-

nce in u , and mainly only a change in sign of v (not shown). Be-

ow the Ekman boundary layer, away from the dominant influence

f ice-ocean stress, the mixed-layer flow is characterized by larger

agnitude Ro . 

.2.3. Frontal tendency and vertical buoyancy fluxes 

In numerical simulations of ice-free oceans, it is common to ob-

erve values of Ro and w in the mixed layer that are a couple of

rders of magnitude larger than in our simulation under sea ice

e.g., Boccaletti et al., 2007 ). These higher values of Ro and verti-

al velocity in the temperate oceans are typical of the winter sea-

on when deep mixed layers ( O(100) m deep) develop in coin-

idence with large horizontal density gradients ( | ∇ h ρ| ∼ 10 −4 kg

 

−4 ; Capet et al. (2008c )). 

In the midlatitudes an energetic SM flow field can be attributed

o the intensification of horizontal density gradients, a process

nown as frontogenesis ( Hoskins, 1982 ), and the formation of baro-
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Fig. 9. Terms in the (a) x -momentum balance and (b) y -momentum balance for the summer day for a segment along X = 105 km at 2 m depth, and for (c,e) x -momentum 

balance and (d,f) y -momentum balance for the winter day for a segment along X = 200 km at (c,d) 2 m and (e,f) 22 m depth. The two segments along which momentum 

terms are computed are shown by the black lines in Fig. 8 c and d, for X = 105 km and 200 km, respectively. Panels (c) and (d) show the two horizontal momentum 

equations. The inertial terms (not plotted) are negligible. 
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clinic/symmetric instabilities (e.g., Boccaletti et al., 2007; Capet

et al., 2008b; Mensa et al., 2013; Thomas et al., 2013; Brannigan

et al., 2015 ). The frontal tendency F T = 

D |∇ h ρ| 2 
Dt 

[kg 2 m 

−8 s −1 ]

( Hoskins, 1982 ), is a metric for frontogenesis. At the mesoscale, F T 
is primarily driven by horizontal advection; following Capet et al.

(2008d ), we use this form of the frontal tendency: F = Q · ∇ h ρ,

where Q = −(∂ x u ∂ x ρ + ∂ x v ∂ y ρ, ∂ y u ∂ x ρ + ∂ y v ∂ y ρ) . On both the

representative winter and summer days, F takes positive and neg-

ative values in similar magnitude ( Fig. 11 a). Maximum values of

| F | ∼ 7 . 5 × 10 −16 kg 2 m 

−8 s −1 found during the summer (winter

maxima at 22 m are | F | ∼ 4 . 5 × 10 −16 kg 2 m 

−8 s −1 , with similar

values at 2 m depth in winter) are much smaller than typical val-

ues in temperate mixed layers: typical values for the Gulf Stream

and California Current can be as large as | F | ∼ 10 −13 kg 2 m 

−8 s −1 

( Capet et al., 2008a; Mensa et al., 2013 ). Moreover, when active

frontogenesis is observed, F presents a clear positive skewness. In

our simulation, skewness is nearly zero in both summer and win-

ter ( Fig. 11 a). The absence of strong frontal tendency and the pres-

ence of regions of positive and negative F on both sides of fronts

is a sign that density gradients do not intensify and submesoscale

instabilities do not develop. 

a  

d  
The presence (or absence) of SM activity is diagnosed via ver-

ical buoyancy fluxes w 

′ b ′ (taken here as anomalies with respect

o a 10-day mean) in which mixed layer instabilities and fronts

elease available potential energy, restratifying the mixed layer

nd driving positive buoyancy fluxes. As expected, associated with

eak frontogenesis, we observe small values of w 

′ b ′ ; nominally

arger w 

′ b ′ are observed in winter, coincident with the bound-

ries of convective regions. Overall, values of w 

′ b ′ range between

10 −9 m 

2 s −3 during summer and ±10 −8 m 

2 s −3 in winter, sig-

ificantly smaller than values typical of the midlatitudes where

 

′ b ′ ∼ O(10 −7 ) m 

2 s −3 in the winter Gulf Stream ( Mensa et al.,

013 ), in the winter Kuroshio Current ( Sasaki et al., 2014 ) in the

ummer California Current ( Capet et al., 2008d ) and winter Argen-

inian shelf ( Capet et al., 2008b ). 

.3. Kinetic energy spectra 

Kinetic energy (KE) spectra computed in the mixed layer and

nterior for both seasons provide further evidence for the differ-

nt seasonal characteristics of the flow ( Fig. 11 b). In winter, hori-

ontal wavenumber ( k ) spectra in the interior have spectral slopes

round k −3 for most of the range of sampled wavenumbers, an in-

ication of the forward enstrophy cascade associated with quasi-
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Fig. 10. Time series (around the representative summer day) of the terms in the (a) x -momentum balance (lower panel) and b) y -momentum balance (lower panel) averaged 

over the domain at 2 m depth. All plotted quantities are normalized with respect to the maximum term at each time. The upper panels in (a) and (b) show time series of 

the averaged ice-ocean stress τ i (for the x - and y -components τ x 
i 

and τ y 
i 
, respectively). Black vertical lines in the lower panels indicate the summer day. The inertial terms 

in the momentum balance (not plotted) are negligible. 

Fig. 11. (a) PDF of frontal tendency F [kg 2 m 

−8 s −1 ] computed for representative (red) summer (at 2 m depth) and (blue) winter (at 22 m depth) days for all points in 

the domain. (b) Horizontal wavenumber ( k ) spectra of kinetic energy (KE) for the representative winter and summer days at 2 m, 22 m and 50 m depth. The grey lines 

indicate a k −2 (dashed) and k −3 (solid) slope. Spectra are computed for a single day along X-points, and then along Y-points. The resulting spectra are then averaged across 

wavenumbers. The black triangles correspond, from left to right, to wavelengths of 25 km, 2.8 km and 1.4 km. (For interpretation of the references to color in this figure 

legend, the reader is referred to the web version of this article.) 
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geostrophic turbulence. In summer, the horizontal wavenumber

spectra of KE in the interior are shallower than in winter (closer

to a k −2 slope), consistent with enhanced internal wave energy

in summer (c.f., Fig. 6 ). Summer spectra are also characterized by

an injection of energy at the scale of the near-inertial oscillations

(wavelength ∼ 3 km) with a secondary peak (only partially re-

solved) at about ∼ 1.5 km (corresponding to the two right trian-

gles, Fig. 11 b). Energy is injected on near-inertial scales and trans-

ferred to surrounding scales via wave-wave interaction resulting in

a k −2 slope (e.g., McComas and Bretherton, 1977 ). Energy travels

from near the surface to depth in wave packets characterized by

a group velocity of ∼ 80 m day −1 (measured from Hovmöller dia-

grams) and a corresponding vertical wavelength of ∼ 15 m. These

values are consistent with observations of near-inertial waves in

other ocean basins ( Alford et al., 2016 ). 

In the mixed layer in both seasons (solid lines in Fig. 11 b) spec-

tra are relatively flat at scales larger than about 25 km (left tri-

angle in Fig. 11 b), indicative of a weak mesoscale flow field in

the mixed layer. At smaller horizontal scales, winter wavenumber

spectra transition to a steeper slope (closer to k −3 slope), consis-

tent with the weak dynamics of the winter mixed layer (in agree-

ment with Timmermans et al., 2012 ). On the other hand, summer

wavenumber spectra remain shallow (closer to k −2 slope) for a

broader range of scales, again consistent with enhanced internal

wave energy in summer. 

4.4. Sporadic generation of submesoscale features 

The mixed layer has been shown to present weak SM activity

during both summer and winter. Exceptions to this are observed

during events where larger | ∇ h ρ| coincide with weaker ice-ocean

stresses, and baroclinic instability is uninhibited. We investigate

two such cases: one in which lateral density gradients are gener-

ated by horizontally inhomogeneous convection that ensues where

there are linear openings (leads) in the sea-ice pack, and another

in which lateral density gradients are generated by convection re-

sulting from inhomogeneous sea-ice growth over the domain. In

both cases, instabilities are favored by the temporary weakening of

sea-ice motion (and therefore, weaker ice-ocean shear). 

In all seasons, it is not uncommon for the ice pack to develop

cracks, or leads, exposing the ocean below to direct atmospheric

fluxes. Within a wintertime lead, sea-ice grows rapidly from the

exposed ocean, and the result is a strong negative buoyancy flux

due to brine rejection. In one such event, a ∼ 20 km long lead,

about a few kilometers wide, appeared in November ( Fig. 12 a),

and remained open for several days resulting in a persistent neg-

ative buoyancy flux at the ocean surface. The surface buoyancy

flux during this event was ∼ 20 times larger than fluxes under

the adjacent ice cover, which were J b ∼ -0.1 × 10 −9 m 

2 s −3 .

As the ice pack drifted, the large buoyancy flux resulted in a re-

gion of increased salinity in the wake of the lead. The associated

enhanced | ∇ h ρ| and the formation of baroclinic instabilities lead

to enhanced values of Ro ; at mid-depth in the mixed layer Ro at-

tained values of ∼ 0.3 ( Fig. 12 b), closer to those associated with SM

in the midlatitudes. Vertical velocities in the developing flow fea-

tures ( | w | ∼ 4 × 10 −4 m s −1 ) were also significantly larger than in

the surrounding regions. The total duration of the event was about

20 days, from the time the lead opened to complete dissipation of

the instability, which took place rapidly as soon as ice-drift speed

increased. 

A similar event associated with stronger SM features is that ob-

served in the time series of Ro, w and Ri in February ( Fig. 5 ). Unlike

the previous case, in which intensified horizontal density/salinity

gradients were present only along the wake of a lead, increased

| Ro | were observed over a broad swath of the domain where ice

growth was intensified under thinner sea ice compared to else-
here in the domain ( Fig. 12 d). Lateral salinity gradients and Ro

t 17 m depth (the mid-depth of the mixed layer) were associ-

ted with lateral density gradients in the proximity of convective

ells and the instabilities that tend to form along these regions

 Fig. 12 c and d). Instabilities develop maximum vertical velocities

 | w | ∼ 5 × 10 −4 m s −1 ) that are comparable to midlatitude values.

he two examples described above indicate that instabilities de-

elop whenever ice-ocean stresses are weaker (mixing is reduced)

nd convection is enhanced. Several other similar events, although

aving somewhat weaker flows, are observed throughout the win-

er during periods of slow ice drift in the proximity of lateral den-

ity gradients set up by laterally inhomogeneous ice growth. The

mpact of these SM flows on ocean-to-ice heat fluxes will be ex-

mined next. 

.5. Ocean-to-ice heat fluxes in the presence of submesoscales 

The two cases described above are characterized by the ini-

ial generation of convective regions with a locally deeper mixed

ayer followed by the rapid development of ageostrophic features

ia baroclinc instabilities and a final restratification phase (upon

lumping of the lateral front). In each case, convective cells are

urrounded by flows undergoing active frontogenesis with vertical

elocities developing across density fronts. Enhanced vertical ve-

ocities at the boundaries of cold-salty parcels give rise to entrain-

ent of warm waters below the mixed layer, leading to enhanced

 Q IO 
with local values up to 5 W m 

−2 . 

In both examples, as time progresses, baroclinic instabilities at

he boundaries of the convecting regions are inferred from active

M; corresponding enhanced vertical velocities continue the sub-

ixed layer entrainment, driving values of J Q IO ∼ 0 . 4 W m 

−2 . These

re weaker fluxes than those associated with the primary convec-

ive parcel, although not insignificant. 

During the restratification phase, enhanced ocean-to-ice heat

uxes associated with the convecting parcel and related instabil-

ties return to near zero. The restratification is associated with a

apid and significant shoaling of the mixed layer, with BLD shoal-

ng from 20 m before development of SM instabilities to ∼ 10 m

fter restratification (a few days after the onset of the event). This

ay have important implications to the surface-ocean heat bud-

et because the restratification insulates the surface layer in con-

act with sea ice from deeper ocean heat (see the discussion by

immermans et al. (2012) related to observations of restratifica-

ion). To quantify this effect, we compute that after the sea-ice lead

vent, mixed-layer potential energy decreases by approximately

0% during restratification by SM eddies. However, this is only a

mall fraction of the potential energy gain ( ∼ 300%) during the

uccessive shear-driven deepening (in agreement with analogous

stimates by Timmermans et al. (2012) based on observations). At

east in our numerical simulations under multi-year sea ice, we es-

imate that the restratification by SM instabilities has a negligible

mpact on the capacity of other mixing processes to drive ocean-

o-ice heat fluxes. 

During both SM events, frontogenesis and the formation of

aroclinic instabilities are uninhibited whenever ice-ocean stress

nd mixing are reduced. In both instances, SM features are ulti-

ately dissipated by the increase of vertical mixing as soon as

ce drift increases. This phase is associated with large turbulent

cean-to-ice fluxes ( ∼ 3 W m 

−2 ). In general, J Q IO due to shear

riven by sea-ice drift ( O(1) W m 

−2 ) is significantly larger than

alues attributed to SM flows ( O(0.1) W m 

−2 ). This is especially

rue with respect to the events of strong ice-ocean stress asso-

iated with rapid mixed-layer deepening described in the previ-

us section ( J Q IO ∼10 W m 

−2 for the March/April and December

vents). 
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Fig. 12. Maps of (a) Salinity and (b) Ro for a region of the model domain at 11 m depth for November 5th (day 455 of the simulation). The black dashed line in (a) 

represents the 0.5 m ice thickness contour showing the position of the lead. (c) Salinity and (d) Ro at 17 m depth for February 15th (day 560 of the simulation). The black 

boxes delineate regions over which vertical buoyancy fluxes are computed and averaged ( Fig. 13 ). 

Fig. 13. Vertical buoyancy fluxes w 

′ b ′ [m 

2 s −3 ] computed directly from the model and from the FK08 parameterization (see text) for (a) the sea-ice lead shown in Fig. 12 a 

and b and (b) the laterally varying convection shown in Fig. 12 c and d. In each case, w 

′ b ′ values are averaged over the boxed areas in Fig. 12 . 
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4.6. Evaluating a submesoscale parameterization 

In light of the modeled KE wavenumber k spectra under sea

ice, as well as the sporadic nature of SM features, the validity of

existing SM parameterizations in this setting is not clear. SM pa-

rameterizations take the strength of the horizontal density gradi-

ent as the primary forcing of SM flows (which develop via baro-

clinic instability), and assume a KE spectrum that satisfies k −2 to

relate unresolved to resolved scales (e.g., Fox-Kemper et al., 2008;

Canuto and Dubovikov, 2010 ). Our simulations suggest, however,

that SM features, when present, are associated with local convec-

tive processes. It remains to be understood how these conditions

are represented by current parameterizations. 

We have quantitatively tested the parametrization by Fox-

Kemper et al. (2008) (hereafter FK08) for the four cases highlighted

in the previous section: 1) typical summer (exhibiting enhanced

internal wave activity); 2) typical winter (exhibiting convection

and shear-driven mixing); 3) SM instabilities in the presence of lat-

erally varying sea-ice growth; 4) SM instabilities in the presence

of a lead. We compared modeled vertical buoyancy flux anomalies

w 

′ b ′ to vertical buoyancy fluxes parameterized by FK08, 

w 

′ b ′ F K = 

C e |∇ h b | 2 BLD 

2 

| f | μ(z) , (4)

where C e is a constant ( C e = 0 . 08 , ( Fox-Kemper et al., 2008 )) and

μ( z ) is a vertical structure function that decays to zero at the sur-

face and at the base of the mixed layer (BLD). Overbars indicate

averaging over a 10-day period, where the averaged field emulates

that of a model that does not resolve SM. The parameterization

(4) correctly produces negligible vertical buoyancy fluxes during

typical summer and winter days (i.e., cases 1 and 2, with no SM

flow field, Fig. 8 ). The lack of large-scale lateral density gradients

in the winter case, and the shallow mixed layer of the summer

case, result in weak parameterized and resolved buoyancy fluxes

(not shown). 

For cases 3) and 4), we compute profiles of w 

′ b ′ 
F K 

( Fig. 8 )

through the upper ocean averaged over the area delineated by the

boxes shown in Fig. 12 ; these regions were chosen to encompass

an active SM field. For case 3), in which SM activity is associ-

ated with convective cells, the FK08 parameterization successfully

reproduces the modeled buoyancy fluxes in their vicinity. This is

consistent with the fact that SM flows are forced by the large-

scale signature of convective cells, which is presumably resolved

in coarse-resolution models. On the other hand, for case 4), the

FK08 parameterization underestimates vertical buoyancy fluxes in

the vicinity of a lead. In the case of the lead, the lateral density

gradient (the source of SM activity) results from a relatively small-

scale linear convective anomaly that is erased by our 10-day aver-

aging, and not resolved by coarse-resolution models. 

In sum, the FK08 parameterization is appropriate when SM fea-

tures are generated by structures sufficiently large to be repre-

sented in coarse-resolution models (such as the convective cells

described here). The parameterization cannot, however, predict

vertical buoyancy fluxes associated with local processes such as

density fronts generated by convection under ice leads. It remains

to be examined how these SM features (unresolved in coarse-

resolution models) may affect ocean dynamics and property trans-

ports on a basin scale. 

5. Summary and discussion 

An idealized high-resolution numerical simulation of the up-

per Arctic Ocean under sea ice, initialized by a surface density

front with properties typical of observations (and subject to realis-

tic atmospheric forcing), shows a seasonal sea ice cycle and upper-

ocean properties consistent with observations. We have limited our
nalysis to a permanently ice-covered regime. Seasonal variations

n mixed-layer depth are smaller than generally observed in the

idlatitude ice-free oceans, and range from a few meters in sum-

er to ∼ 35 m in winter. Sporadic deepening of the mixed layer

s associated with shear-driven entrainment events which drive

nhanced ocean-to-ice heat fluxes. Atmospheric fluxes are medi-

ted by the presence of sea ice, resulting in generally slow sea-ice

rowth under thick ice and weak convective mixing, limiting the

epth of the mixed layer. 

Strong stratification across the base of the mixed layer, together

ith predominantly weak convective and shear-driven mixing, sets

n effective separation between the interior (halocline) and the

ixed layer. The interior presents slowly evolving mesoscale ed-

ies with dynamics in quasi-geostrophic balance. In contrast with

pper-ocean flows in the midlatitudes, these features do not in-

uence mixed-layer dynamics and remain confined to the halo-

line. In our model setting under sea ice, mixed-layer dynamics

re not driven by large-scale stirring by mesoscale flows in the in-

erior. Weak SM flows are attributed to this lack of mesoscale stir-

ing, and the impact of vertical mixing associated with ice-ocean

tresses. 

Throughout the year mixed-layer flows near the ice-ocean inter-

ace are in Ekman balance, which occasionally breaks down when

ce-ocean stress weakens. In summer, characterized by strong strat-

fication and shallow mixed layers, shifting wind-forcing events

re associated with near-inertial oscillations. During winter, mixed-

ayer flows are typically in turbulent thermal wind balance with

ittle evidence for energetic near-inertial oscillations. In both sea-

ons, the dominance of vertical mixing in the mixed layer prevents

rontogenesis which suppresses the generation of SM instabilities. 

Sporadic instances of energetic SM features are observed where

onvective mixing (brine rejection) is enhanced under thin ice

r when the ocean is exposed to the cold atmosphere (in a

ead). Laterally inhomogeneous convective cells generate anoma-

ously strong density gradients which undergo active frontogenesis

nd form baroclinic instabilities when ice-ocean stresses are weak.

hile SM flows drive entrainment of warm deep water, and cor-

esponding local heat fluxes may be significant ( ∼ 0.4 W m 

−2 ),

M flows also drive mixed-layer restratification, which competes

ith mixed-layer deepening by convection and ice-ocean shear.

ur simulations suggest, however, that this restratification has a

egligible impact on the mixed-layer heat budget given the domi-

ance of ice-ocean shear in driving mixing. In our multi-year sea-

ce pack simulation, SM features are sparse and sporadic; their in-

uence on the mixed-layer heat budget remains to be seen for set-

ings in which they may be more prevalent. 

The flow regime in the mixed layer is likely to be quite dif-

erent in marginal ice zone regions, and in the presence of river

nflows and large-scale gyre circulation and boundary currents.

uture studies will examine the influence of varying sea-ice and

ceanographic settings, particularly in context with Arctic Ocean

bservations. It remains to be understood how SM flows affect

ea-ice thermodynamics for a variety of sea-ice conditions, and

hether this can be effectively described by current numerical

odels. For example, numerical parameterizations of upper-ocean

urbulence may significantly impact SM flow dynamics given the

rominent role that vertical mixing has in our simulations (e.g.,

oosse et al., 1999; Timmermann and Beckmann, 2004 ). Finally,

e found the SM parameterization FK08 appropriately represents

uoyancy fluxes associated with SM flows generated in conjunction

ith inhomogeneous ice growth across the model domain. On the

ther hand, in the case of convective anomalies on a smaller scale

e.g., sea-ice leads), the use of FK08 is not appropriate for parame-

erizing the effects of SM flows because their source fronts are not

esolved. This points to the need for further study of parameteri-
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